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Abstract

Emerging 5G wireless technology will support various services and use cases with vastly heterogeneous requirements, such as enhanced mobile broadband (eMBB), massive machine-type communications (mMTC) and ultra-reliable and low-latency communications (uRLLC), which include e.g., industry automation and some vehicle-to-everything (V2X) services. In order to support these heterogeneous requirements, the 5G system will rely on network slicing as one of the cornerstone features. Network slicing allows composing multiple dedicated logical networks with specific functionality running on top of a common infrastructure. At the radio access network (RAN), the use of network slicing involves the assignment of radio resources to each slice in accordance with its expected requirements and functionalities.

In this context, this thesis has focused on the provision of cellular V2X communications, which have attracted great interest for 5G due to the potential of improving traffic safety and enabling new services related to intelligent transportation systems. These types of services have strict requirements on reliability, access availability, and end-to-end (E2E) latency. V2X requires advanced network management techniques that must be developed based on the characteristics of the networks and traffic requirements. One of the new features in the cellular networks for supporting V2X is the Sidelink (SL), which enables the direct communication between vehicles without passing through the base station. As a result, vehicle-to-vehicle (V2V) communications can be performed using two communication modes, namely cellular communication based on uplink/downlink and direct V2V communications using sidelink. By properly selecting the operating mode according to the requirements of services, significant benefits such as efficient utilization of the spectrum, low latency, high reliability, efficiency and scalability can be achieved. However, selecting the appropriate operating mode according to the requirements of V2V services and allocating the radio resources to V2V communications becomes a challenging issue. Hence in
this thesis, we address some of the challenges brought by the integration of V2V communication in cellular systems, and validate the potential of this technology by means of proper resource management solutions. Our main contributions lie in the context of RAN slicing, mode selection and radio resource management mechanisms.

First, we propose an efficient RAN slicing scheme for supporting the provision of V2X and eMBB communications. It is based on an off-line reinforcement learning followed by a low-complexity heuristic algorithm, which allocates radio resources to different slices with the target of maximizing the resource utilization while ensuring the availability of resources to fulfill the requirements of the traffic of each RAN slice. A simulation-based analysis is presented to assess the performance of the proposed solution. The simulation results have shown that the proposed algorithm improves the network performance in terms of resource utilization, latency, achievable data rate, and outage probability.

Second, we investigate the mode selection for V2V communication in a cellular system, in order to decide whether to use the sidelink or the cellular mode. Specifically, we propose two different mode selection strategies that take into account the quality of the links between V2V users in sidelink mode and between the base station and vehicles in cellular mode, the available resources, and the network traffic load situation. Our proposed mode selection strategies can bring significant gains to V2V-enabled networks in terms of different performance metrics such as resource utilization, latency, achievable data rate, and outage probability.

Third, we propose a novel joint mode selection and radio resource allocation strategy for V2V communications with the target of minimizing the probability of exceeding the maximum delay under the constraint of satisfying the reliability requirement. It includes a centralized and a distributed scheduling strategy for cellular and sidelink modes, respectively. The efficiency of the proposed schemes has been demonstrated through simulations and comparisons with benchmark schemes. The proposed mode selection and radio resource allocation strategies achieved significant improvements in the network performance in terms of latency of V2V services, packet success rate and resource utilization.
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Chapter 1

Introduction

1.1 Evolution towards 5G networks

The growth of mobile broadband traffic, the number of connected devices, the demand for high data rates, as well as the emergence of various applications are driving the search for exploring new architectures and paradigms to meet the requirements of future cellular networks. Current mobile networks (e.g., Third-Generation (3G), Fourth-Generation (4G), Wi-Fi...etc.) support high spectral efficiency, high data rates, efficient and high speed mobility support, and security mechanisms for mobile broadband (MBB) services. Despite its potential applicability, current cellular systems were originally designed for mobile broadband traffic which has quite different properties and requirements than future applications and are not suitable to satisfy the diverse and unprecedented future service demands such as enhanced mobile broadband (eMBB), ultra-reliable and low-latency communication (uRLLC), and massive machine-type communications (mMTC) service [1-3]. In order to achieve higher performance and different vertical industrial services and new capabilities, Fifth-Generation (5G) technology of cellular networks is expected to satisfy end to end (E2E) quality of service (QoS) in a wider range of use cases such as those dealing with e-health, industry 4.0, vehicular communications, etc. Figure 1.1 provides some of the network requirements to be addressed, alongside some of the developments that are likely to feature as 4G networks evolve into 5G.

The main expectations for the 5G networks are higher performance by achieving new capabilities with high peak data rates (10-20 Gbps), peak spectral efficiency (15-30 bit/s/Hz), high reliability (up to $10^{-6}$), and Low latency (1 to 10 ms) [4]. According to the International Telecommunication
Union (ITU) [4-6], 5G wireless systems will support three generic services, which are classified as eMBB service, uRLLC service, and mMTC service. A succinct characterization of these services can be put forward as follows: (a) eMBB service aims to meet the user’s demand for increasingly digital lifestyle stable connections with very high peak data rates and focuses on services that have high requirements for bandwidth such as high definition (HD) videos; virtual reality (VR); and augmented reality (AR); (b) mMTC supports a massive number of Internet of Things (IoT) devices, which are only sporadically active and send small data payloads; (c) the uRLLC service that are extremely sensitive to the Reliability and latency, such as industry automation and some vehicle-to-everything (V2X) communication use cases (i.e., lane merging, and platooning uses cases). Various 5G use case scenarios summarized in figure 1.2. 5G intends to guarantee Ultra-low latency (few milliseconds), high reliability (near 100%), and high data rate required in most of the V2X applications which are the focus of this thesis. In response to the requirements of different services and applications, the 5G system aims to provide a flexible platform by deploying advanced heterogeneous network and slicing technologies.

![Evolution to 5G](image_url)

**Figure 1.1**: Evolution towards 5G systems.
1.2 Technologies considered in this thesis

In the following, some of the technologies that are relevant for this thesis are discussed:

1.2.1 Network Slicing

Network slicing is one of the key capabilities that will enable the required flexibility for supporting the wide range of use cases envisaged for 5G, as it allows multiple logical networks, referred to as network slices, to be created on top of a common shared physical infrastructure. Each network slice can be used to serve a particular service category (e.g., applications with different functional requirements) through the use of specific control plane (CP) and/or user plane (UP) functions [7]. The greater elasticity brought about by network slicing will help to address the cost, efficiency, and flexibility requirements of a wide range of vertical services. Moreover, network slicing will help new services and new requirements to be quickly addressed, according to the needs of the
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industries [8,9]. Through the network slicing, resources of multi-domain infrastructure networks can be efficiently allocated to multiple network slices according to the requirements of the different use cases [10,11]. The realization of network slicing considers, in the most general case, support for specific features and resources both in the core network part, referred to as Core Network slice, and in the Radio Access Network (RAN) part, referred to as RAN slice, which is the focus of this thesis. An efficient RAN slicing for 5G systems needs to face different challenges in terms of capacity, latency, reliability, and scalability. These challenges are a consequence of the increase in network size and demands for radio resources to be used for the transmissions and of the heterogeneity across applications, networks, and devices.

1.2.2 Transmission modes in V2X technology

Vehicle-to-everything (V2X) communication refers to the exchange of information between a vehicle and any entity that may affect the vehicle. It incorporates other more specific types of communication as V2I (vehicle-to-infrastructure), V2N (vehicle-to-network), V2V (vehicle-to-vehicle), and V2P (vehicle-to-pedestrian). V2X is attracting significant attention as it promises to reduce road fatalities, increase traffic efficiency, improve mobility, enable a high-level of vehicle automation, and even reduce environmental impacts and provide additional traveler services. It should be noted that V2X communications have already been standardized by 3GPP, based on LTE Release 14 [12], and described in [1]. LTE- V2X has been designed for specific use cases [9], taking into account services and parameters defined in the first release of ETSI ITS [13] such as safety applications, traffic efficiency, and infotainment services. In current and future releases, 3GPP is working on specifying 5G technologies, and with it, 5G-based V2X. 5G V2X, referred to as enhanced V2X (eV2X) will address more advanced use cases such as cooperative intersection control, lane merging, and platooning, which have more stringent requirements [14].

In LTE-V2X, V2V communications can be performed using two transmission modes, namely cellular mode and Sidelink (SL) (i.e., direct V2V communication) mode. The SL mode refers to the direct V2V communication that allows a User Equipment (UE) at a vehicle to communicate and transmit data directly to other UEs in close proximity over the PC5 interface, bypassing the base station and the network infrastructure. Instead, the cellular mode uses the Uu interface (i.e.
the radio interface between the UE and the base station) with a two-hop transmission via a base station, i.e. involving an uplink (UL) and a downlink (DL) transmission. Integration of the sidelink with cellular networks is a key technology to efficiently support V2V applications and to meet their latency requirements. It is worth mentioning that, although the support for V2X sidelink communications was already standardized in 3GPP in the context of LTE [12], V2X sidelink is not yet included in the current release 15 of 5G New Radio (NR) specifications, but it is subject to study for future release 16 [15].

Direct communication between UEs in cellular networks brings several benefits to both mobile users and network operators such as: (i) Enhancing network performance (i.e., users can experience high data rates, low latency, and reduced energy consumption because of the direct short-range communication and its potentially favorable propagation conditions. (ii) The cellular-coverage range can be extended and the per-area capacity improved without additional infrastructure cost. In fact, cell-edge users, that usually experience poor performance in uplink and downlink transmissions, can communicate directly to nearby terminals or to the base station by means of mobile users acting as relays. (iii) Significant improvement in the spectral efficiency is also foreseen to be achieved by integrating SL communication within the cellular networks. (iv) Allowing spectrum reuse between traditional cellular communications and direct communications which can enhance the spectrum efficiency and allow for a larger number of concurrent transmissions [16,17]. Given the short distance between users, the required transmission power is in general low, which reduces the self-interference level [18]. (v) Because SL communication offers the opportunity for local management of short-distance transmissions, it allows for data offloading from the base station, which alleviates network congestion and traffic management effort at the central nodes [19].

1.3 Design challenges

The integration of V2X capabilities in cellular networks poses new technical issues and design problems. In the following, we discuss some of the challenges that V2X faces in future cellular networks.
1.3.1 Network Slicing

Network slicing is a fundamental capability for 5G networks to provide a network as a service for different use cases, allowing network operators and to facilitate the cost-effective deployment and operation of multiple logical networks on a shared infrastructure. With network slicing, service providers can deploy their applications and services flexibly and quickly to accommodate the specific requirements of various services. As an emerging technology with a number of advantages, network slicing has raised many issues for the industry and academia alike. The practical realization of such capability still raises numerous technical challenges, both in the Core and RAN parts of the 5G system. Next, we discuss the main challenges arising from implementing network slicing for 5G systems supporting V2X.

- **Isolation among Network Slices:** The demanding requirements of V2X applications, such as ultra-low latency, high-bandwidth, highly-reliable communication, intensive computation and near-real time data processing, raise outstanding challenges and opportunities for 5G systems. As a consequence, dedicated virtual network resources are needed to guarantee the service quality for V2X slice. This requires slices to be highly isolated from other slices. The isolation of V2X from other network slices can be achieved via data plane isolation and control plane isolation. Further, the effective isolation of network slices can ensure that the failure on one slice doesn’t affect other slices operation. Hence, the slice isolation mechanism with respect to Quality of Service (QoS) is a major challenge of implementing network slicing.

- **Flexibility and Scalability:** Dynamic slice creation and allocation of network resources management is one of the concerns for future 5G networks to maximize their benefits. To accommodate the maximum number of diversified V2X service requests and achieve high QoS based on V2X requirements, 5G network operators need to allocate network resources rapidly to build network slices. 5G network operators should be able to scale the V2X slice and other slices dynamically according to the varying service load. In addition, management of the network slice should be implemented in an automated fashion to avoid manual efforts and errors. In this context, due to the dynamic characteristics of a V2X service under cellular system, the lifecycle management of the V2X slices is a critical
problem and needs to be solved. To solve the problem, we must propose practical resource allocation algorithms with the ability to reconfigure and migrate slice resources dynamically based on V2X requirements.

1.3.2 Mode Selection

Mode selection, i.e. selection between the cellular or sidelink mode for a V2V communication, plays an important role in increasing the spectrum efficiency in cellular networks which leads to various benefits i.e., in terms of network capacity utilization, network traffic congestion, the transmission delay, and ensuring a high quality of signal for all users in the network. However, mode selection is crucial and bring some challenges for direct V2V communication between vehicles as an underlay to 5G mobile networks. Following are some design challenges related to the mode selection problem;

- When the mode selection should be triggered and updated in order to achieve the optimization target and improve the performance of the network,
- The information to be considered to decide when it is appropriate to select sidelink or cellular modes,
- Another crucial choice is that the network may have to perform the mode selection very frequently, resulting in a high computational process and significant cost. In addition, the timescale for the mode selection cannot be too coarse because the wireless channel might change rapidly, making the assigned modes inadequate.

To face the challenges mentioned above, efficient mode selection strategies for V2X systems need to be proposed with the ability to ensure the quality of service requirements for all V2X users.

1.3.3 Resource Allocation

In LTE - V2X, the transmission time is tightly coupled to the subframe duration, i.e., 1ms. However, if the UE has only a small amount of data to transmit, which can be accommodated in less than 14 OFDM symbols, whenever the packet arrives at the UE for transmission, it must wait until the beginning of the next slot to start transmission. Such a slot-based scheduling is not appropriate for V2X use cases that have latency-critical messages with small payloads. In turn,
NR V2X will also support mini-slot scheduling, where UEs can start their transmissions at any of the 14 OFDM symbols and can occupy any number of OFDM symbols within the slot. The use of mini-slots can provide low latency payloads with instant start time without having to wait for the slot boundaries to start. Although short TTI (e.g. 0.25 ms) is useful in reducing latency, it has a cost in terms of higher signaling overhead and therefore lower spectral efficiency [20].

According to the Release 14 of LTE standards, V2V links can be scheduled either by centralized scheduling by base station or distributed scheduling by vehicles [21]. The centralized scheduling provides flexible centralized control over network resources. However, the main challenge of these approaches is that they experience additional delay and more packet drops due to transmission on two hops (i.e., UL and DL). Furthermore, the centralized scheduling needs for the CSI at the base station level which suffers from a trade-off between the large amount of overhead to collect global information (i.e. especially in scenarios where the channels vary rapidly with time) and the imperfect knowledge of the channels states [22] - [25]. In contrast, a decentralized resource allocation scheme has been designed to reduce the latency and ensure high reliability for the vehicular users. However, in a very dense network, decentralized scheduling may experience more packet collisions especially when vehicles are trying to access the same channels at the same time.

An efficient radio resource scheduling for V2V systems that benefits from both centralized and distributed scheduling strategies with ability to select the appropriate sizes of TTIs that meets the amount of resources required, as well as the minimum requirements for latency would be useful in order to face different challenges in terms of capacity, latency, reliability, and scalability caused by the increase in network size and demands for radio resources.

1.4 Objectives of the thesis

The main objective of this thesis is to study, analyze and propose solutions to address important issues of cellular V2X communications in relation to radio access network slicing, mode selection, and radio resource allocation. This general objective is to be achieved through the following sub-objectives:

1- The proposal and analysis of a novel RAN slicing solution that allocates radio resources to different slices where one of the slices is dedicated to V2X service. The main target of the proposed solution is to maximize the resource utilization while ensuring the availability
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of resources to fulfill the diverse stringent requirements for V2X service especially in terms of the latency of V2X services, achievable data rate, and outage probability.

2- Investigate the mode selection for cellular V2X communications. In this regard, a novel algorithm for mode selection algorithm is proposed taking into account the quality of the links, available resources, load and the interference situation. This targets to achieve a better network performance by (i) minimizing the consumption of radio resources, (ii) reducing the network traffic congestion, and (iii) ensuring a high quality of signal for all users in the network.

3- Investigate the radio resource allocation in order to improve the V2X service performance in terms of latency, packet success rate and resource utilization. In this regard, a novel solution combining both mode selection and radio resource allocation will be introduced. The proposed solution is composed three novel algorithms for mode selection, a centralized resource allocation, and a distributed resource allocation for V2X networks.

1.5 Thesis Structure and Contributions

The remaining part of the thesis is organized as follows.

In chapter 2, we provide some necessary background information on the V2X technology, focusing on the context of V2V technology integrated in cellular systems. This chapter presents the architecture designs for LTE and 5G-based V2X communications starting from the identified novel use cases, technical requirements and limitations. Moreover, we discuss in detail various aspects of network slicing and resource management techniques for V2V-enabled networks, together with the related literature review.

Chapters 3 presents our contribution related to the first research direction that focuses on the RAN slicing management. The chapter starts with an introduction and related works, followed by a thorough explanation of the system model of RAN slicing. This chapter investigates the RAN slicing problem for providing two generic services of 5G, namely enhanced mobile broadband (eMBB) and vehicle-to-everything (V2X). The problem is formulated as an optimization problem
to determine the amount of resources assigned to each slice with the target of improving the radio resource utilization while satisfying the specific requirements for each slice. To solve the problem, a novel Radio Access Network RAN slicing strategy based on offline Q-learning followed by a low-complexity heuristic approach is proposed as an enhanced solution to determine the adequate split of resources between the eMBB and vehicle-V2X services. Furthermore, the performance of the proposed approach is evaluated using extensive simulations to demonstrate its capability to perform an efficient allocation of resources among slices in terms of resource utilization, latency, achievable data rate and outage probability.

Chapters 4 and 5 focus on the mode selection and radio resource allocation management. The chapters start with an introduction and related work, which more specifically illustrates the background and previous work, followed by a thorough explanation of the system model and assumptions in various simulation scenarios.

In Chapter 4, a new a novel mode selection strategy that takes into account the quality of the links between V2V users in sidelink mode and between the base station and vehicles in cellular mode, the available resources, and the network traffic load situation are proposed. Moreover, the impact of Sidelink (SL) communication underlying cellular networks deployment on the performance of the protocol is extensively studied via analysis and simulations. More specifically, a simulation-based analysis is presented to assess the performance of the proposed mode selection strategies to demonstrate its capability to improve the system performance for V2V communication in terms of network capacity, data traffic loads, latency, and probability of outage.

In Chapter 5, we study the resource allocation problem including jointly mode selection and radio resource scheduling with the objective of minimizing the probability of exceeding the maximum delay under the constraint of satisfying the reliability requirement for the V2V communications. To solve the resulting problem, we propose a novel mode selection strategy to decide when it is appropriate to select sidelink mode and use a distributed approach for radio resource allocation or cellular mode and use a centralized radio resource allocation. Furthermore, a novel low-latency resource allocation strategy is proposed for V2V communications using two approaches: distributed radio resource allocation for sidelink mode and centralized radio resource allocation for cellular mode. The performance of the proposed approach is evaluated using extensive simulations to demonstrate its capability to perform an efficient allocation of resources among
users in terms of latency, packet success rate and resource utilization.

Finally, chapter 6 discusses the conclusions of the presented work and outlines the potential directions for future investigations.

Figure 1.3 illustrates the main contributions and the structure of the thesis.
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1.6 Research Contributions

The following publications have been published in journals and conferences as a result of the work in this thesis.

Journal Papers

   URL: https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=8676226

   URL: https://eudl.eu/pdf/10.4108/eai.13-7-2018.163841

Conference Papers

   URL: https://ieeexplore.ieee.org/document/8514958

   URL: https://www.springerprofessional.de/en/reinforcement-learning-based-radio-access-network-slicing-for-a-/17056710

Chapter 2

Background in Radio Resource Management for V2X

In this chapter, we first survey the background of V2X communication, focusing on its integration in future cellular networks, use cases, and technical requirements. Then, we discuss various aspects of network slicing and the radio resource management approaches for making the best use of these technologies.

2.1 V2X concept

V2X communication enables vehicles to cooperate with other vehicles, devices, and infrastructures. The goal of V2X is to improve road safety, increase traffic efficiency, even reduce environmental impacts and provide traveler information services. Cellular V2X (C-V2X) refers to the provision of V2X services using cellular networks, such as LTE or 5G. The 3GPP initiated standardization activities for C-V2X in LTE in Release 14 [12]. In Release 16 [26], 3GPP further enhances the V2X functionalities to support 5G. As illustrated in Figure 2.1, C-V2X incorporates several components [12], including:

- **Vehicle-to-Vehicle (V2V)**
  It covers direct communication between UEs in close proximity. The UE supporting V2V applications transmits application layer information (e.g. about its location, moving speed, and/or attributes as part of the V2V service). V2V is predominantly broadcast-based and includes the
exchange of V2V-related application information between distinct UEs directly or via the infrastructure supporting V2X service, (e.g., roadside unit (RSU), and application server) due to the limited direct communication range of V2V.

- **Vehicle-to-Infrastructure (V2I)**

  V2I allows vehicles to communicate with external systems such as street lights, buildings, and even cyclists via the RSU. The RSU is a transportation infrastructure entity that could be implemented in a base station (i.e., the eNB in case of LTE or the gNB in case of future 5G NR). The RSU provides several services based on the knowledge of local topology obtained from neighboring vulnerable users, sensors (e.g., cameras, induction loops), and application server. The application server could be deployed within or outside of the cellular network. The UE that supports V2I applications sends application layer information to RSU. In turn, RSU sends this information to a group of UEs supporting V2I applications. The RSU can select the receiving UEs according to the V2I application information in different transmission modes, such as unicast, multicast, and broadcast.

- **Vehicle-to-Network (V2N)**

  Vehicle-to-network (V2N) connect vehicles to cellular infrastructure and the cloud so drivers can take advantage of in-vehicle services like traffic updates and media streaming. Some of the most common examples of this technology are vehicles with built-in traffic and navigation functions such as Google Maps, or vehicles that can sync with a smartphone.

- **Vehicle-to-Pedestrian (V2P)**

  V2P covers cellular-based communication between UEs supporting V2P applications, where P represents vulnerable road users (Vulnerable Road User) including pedestrians, motorcyclists, bikers, roller skaters, etc. V2P includes the exchange of V2P-related application information between distinct UEs (one for vehicle and the other for pedestrian) directly and/or, due to the limited direct communication range of V2P, the exchange of V2P-related application information between distinct UEs via infrastructure supporting V2X Service, e.g., RSU, application server, etc. V2P application information can be broadcast by a vehicle with UE supporting V2X Service (e.g., warning to pedestrian), and/or by a pedestrian with UE supporting V2X Service (e.g., warning to the vehicle).
2.1.1 V2X communication in future cellular network

V2X technology has a great potential of enabling a variety of novel applications for road safety, passenger infotainment, car manufacturer services, and vehicle traffic optimization. There are two communications solutions that have been developed for V2V communication to ensure interoperability in information exchange among vehicles, namely ad-hoc communications over the IEEE 802.11p standard [3 13] and cellular V2X [12]. In contrast to IEEE 802.11p, C-V2X requires less additional investments in network infrastructure. In addition, the link performance of IEEE 802.11p could also be degraded due to the presence of the hidden node problem [4 1]. The cellular V2X standardized system (i.e., LTE-V2X) can operate in a wide geographical area and meet the requirements of V2X.

Figure 2.1: C-V2X Communications.
Chapter 2. Background in Radio Resource Management for V2X

LTE has potential to support various V2X services successfully because it has an air interface of high spectral efficiency and able to support different types of communications from one-to-one to one-to-many transmissions, and from conventional uplink and downlink cellular communications to sidelink over-the-air communications.

There are several relevant facts important to be highlighted when comparing IEEE802.11p to LTE-V2X:

- Standardization of LTE-based V2X is being actively conducted to provide the solution for V2X communications that benefit from the global deployment and fast commercialization of LTE systems. Because of the wide deployment of LTE networks, V2I and V2N services can be provided with high data rate, comprehensive quality of service (QoS) support, ubiquitous coverage, and high penetration rate [5 27].

- The existing LTE infrastructure, including eNodeBs and the core networks can be reused with some upgrading in order to provide V2I/N services. A V2I/N service provider can save the cost of deploying new RSUs and connecting them to the network (e.g., the ITS server). With LTE network, a central ITS server could be deployed outside of the LTE network or within the core network (Evolved Packet Core (EPC)) to reduce the latency and to provide centralized control for other entities traffic, road, and service information [28].

- An eNodeB can allocate non-overlapping resources to different UEs in order to prevent resource collision, which is unavoidable in DSRC in a congested area. This eNodeB-based scheduling can be used for both uplink and sidelink transmissions whenever the transmitting UE is inside the network coverage. When eNodeB-based scheduling is not used, the UE can try to avoid resource collision by detecting other UEs’ transmission.

- LTE-based V2X supports two air interfaces (cellular interface based on uplink/ downlink and PC5 interface using sidelink, i.e. D2D communication). They will be jointly operated and selected according to the requirement of each V2X service. The joint use of cellular communication and D2D communication will introduce significant operational benefit and efficient utilization of the spectrum, latency, and reliability [12].

- LTE supports one-to-many communications via downlink transmissions from single cell or from multiple cells by using evolved multimedia broadcast multicast services (eMBMS). The one-to-many communication mechanisms in LTE are useful building blocks for V2X
services, especially for safety-related services where the same message needs to be sent to multiple UEs.

- LTE supports the frequency domain multiplexing of multiple UE transmissions in contrast to DSRC, where only one device can transmit at a time in a given channel. As a result, LTE can multiplex more UEs within limited resources without compromising each transmission’s coverage, which is especially advantageous when the vehicle density is high.

- LTE can provide better performance when the received signal power is weak. The receiver sensitivity is lower than that of DSRC, which means that LTE UEs can receive weak signals that are not detectable by DSRC receivers. In addition, the use of turbo codes can provide better channel coding gain when compared to the convolutional code used in DSRC.

- IEEE 802.11p has been selected as the technology for V2X communications in some countries in Europe and the United States. The intrinsic characteristics of IEEE 802.11p have confined the technology to support low latency with high reliability [1]. On the other hand, C-V2X has been selected in the U.S., Europe and several regions in Asia. With C-V2X, ubiquitous coverage can be utilized for V2I/V2N services, and interoperability with commercial operators can easily be achieved.

- The link performance of IEEE 802.11p could also be degraded due to the presence of the hidden node problem. However, in LTE-based V2X the hidden node problem can be avoided [1].

Motivated by the aforementioned advantages of the existing cellular network infrastructures, providing better security, longer communication range, and technology evolution path from 4G to 5G and beyond, in this work we consider the cellular systems as a promising technology for V2X communications.

### 2.1.2 Use cases and technical requirements for V2X

In this section we present the advanced use cases that cellular V2X communication will enable to accelerate the development of V2X and we provide precise technical requirements associated with these V2X use cases.
2.1.2.1 Service requirements for cellular V2X

This section provides precise technical requirements associated with the V2X use cases that will be later on explained in section 2.1.2.2. The following definitions are utilized to provide specific requirements for V2X services.

- **End-to-end latency (ms):** Maximum tolerable elapsed time from the instant a data packet is generated at the source application to the instant it is received by the destination application. If direct communication (sidelink transport) is used, this is the maximum tolerable air interface latency. Typically, V2X services require communication latency below 100 ms for end-to-end message delivery between the vehicles.

- **Reliability:** Maximum tolerable packet loss rate at the application layer. A packet is considered to be lost if it is not received within the maximum end-to-end latency by the end user. For example, 10-5 means the application tolerates at most 1 in 100,000 packets not being successfully received within the maximum tolerable latency. This is sometimes expressed as a percentage (e.g., 99.999%) elsewhere [29,30].

- **Node mobility (km/h):** Maximum relative speed under which the specified reliability should be achieved.

- **Node density:** Network density (vehicles/km²) is the maximum number of vehicles per unit area under which the specified reliability should be achieved.

- **Offered load:** The highest amount of data traffic on average is expected in urban and highway environments. Urban environments offer a high density of information and thus many objects to be signaled to the car. Highway scenarios can include fast traffic which requires more foresight and thus more information to be signaled to the car. The suburban environment is usually less dense and traffic is comparably slow.

- **Communication range (m):** The maximum distance between source and destination(s) of a radio transmission within which the application should achieve the specified reliability [29]. Assuming urban environments, the cars within the close vicinity are the major interaction partners, and hence a range of 50-100 meters is deemed appropriate. The ranges for the other
speeds were chosen such that they scale like the stopping distance of a car (at the corresponding speed).

- **Data rate (Mbit/s):** Minimum required bit rate for the application services. In general, remote processing and all the information captured by the vehicles would require uploading via the communication infrastructure, so the bandwidth requirements can go up to 100 Mbit/s.

### 2.1.2.2 Use cases for Cellular - V2X

V2X use cases focus on aspects such as safety, traffic efficiency, and infotainment services. Key functional and performance requirements for safety have already been described by the European Telecommunications Standards Institute (ETSI) Intelligent Transport Systems (ITS) [13], the US Department of Transportation, and individual research projects. These use cases are typically used for warning and increasing the environmental awareness based on periodic (e.g., Cooperative Awareness Message – CAM [31]) or event driven (e.g., Decentralized Environmental Notification Message – DENM [32]) broadcast messages, with repetition rate as high as 10 Hz (e.g., emergency vehicle warning) or lower (e.g., road works warning) [12]. V2X use cases have also been identified by 3GPP for LTE-V2X [12], taking into account services and parameters defined in the first release of ETSI ITS [13]. Table 2.1 shows examples of these use-cases. In this group of use cases, the maximum tolerable latency is 100 ms, while the target radio layer message reception reliability is 95%. These use cases assume a single enabling technology, namely cellular based V2X communication. Furthermore, enhanced V2X (eV2X) use cases have been defined by 3GPP as part of Release 16 [14], including more advanced use cases such as cooperative intersection control, lane merging, and platooning, which have more stringent requirements. As shown by table 2.1, the performance requirements are more stringent, with certain use cases requiring ultra-reliable communication links (>99%), with much lower maximum end-to-end latency (1-50 ms), and higher data rate. Table 2.1 shows some of these use-cases specified by [12,14] that require continuous information exchange among vehicles.

### 2.1.3 V2X Architectures

Comprehensive architecture approach for cellular based V2X is important to be developed based on identified novel use cases, technical requirements, and limitations. The 3GPP has already introduced a standardized architecture approach for LTE-V2X in Release 14 [12]. Then, 3GPP has
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TABLE 2.1: Performance requirements of examples of V2X use cases.

<table>
<thead>
<tr>
<th>LTE-V2X use cases specified by 3GPP TR 22.885 [12]</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Use case</td>
<td>Latency requirements</td>
<td>Reliability requirements</td>
<td>Message size requirements</td>
<td>Speed</td>
</tr>
<tr>
<td>Emergency vehicle warning</td>
<td>100ms</td>
<td>99%</td>
<td>50-300 Bytes</td>
<td>280 km/h</td>
</tr>
<tr>
<td>Queue Warning</td>
<td>100 ms</td>
<td>90%</td>
<td>50-400 Bytes</td>
<td>160 km/h</td>
</tr>
<tr>
<td>Forward Collision Warning</td>
<td>99% to 99.99%</td>
<td>50-300 Bytes</td>
<td>160 km/h</td>
<td></td>
</tr>
<tr>
<td>Vulnerable Road User (VRU) Safety</td>
<td>60 ms</td>
<td>95%</td>
<td>1600 Bytes</td>
<td>100 km/h</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5G V2X use cases specified by 3GPP TR 22.886 [14]</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Use case</td>
<td>Latency requirements</td>
<td>Reliability requirements</td>
<td>Message size requirements</td>
<td>Speed</td>
</tr>
<tr>
<td>Lane merge (Cooperative maneuver)</td>
<td>30 ms</td>
<td>99.99%</td>
<td>1200-16000 Bytes</td>
<td>150 km/h</td>
</tr>
<tr>
<td>Cooperative collision avoidance</td>
<td>10ms</td>
<td>99.99%</td>
<td>2000 Bytes</td>
<td>160 km/h</td>
</tr>
<tr>
<td>vehicle platooning</td>
<td>10ms</td>
<td>90%</td>
<td>50-1200 Bytes</td>
<td>160 km/h</td>
</tr>
<tr>
<td>Collective perception of environment</td>
<td>3-50 ms</td>
<td>99% to 99.99%</td>
<td>1600 Bytes</td>
<td>280 km/h</td>
</tr>
</tbody>
</table>

made further improvements to the C-V2X architecture in Release 16 [13] to meet the most demanding performance requirements of V2X based 5G networks. In the following, V2X network architectures based on LTE and 5G are discussed.

2.1.3.1 Network Architecture for LTE-V2X

3GPP has adopted Cellular-V2X (C-V2X) as a general term covering all interfaces and release enhancements for V2X communications. C-V2X relies on two air interfaces [33]: (i) the LTE-Uu interface used to support the communication between the vehicles (i.e., the UEs) and the eNBs (i.e., uplink/downlink air interface); and (ii) the PC5 interface, also known as the sidelink, which supports direct communications among V2X UEs. A roadside unit (RSU) supporting V2X communications is attached to the eNB. The LTE-Uu interface supports unicast and broadcast bearers for data transmissions. Specifically, the UEs send unicast messages via the eNB to an application server, which in turn broadcast them via evolved multimedia broadcast multicast service (eMBMS) for all UEs in the relevant geographical area. This mode is suitable for latency – tolerant use cases (e.g., situational awareness, mobility services). V2X communications over the PC5 interface are inherently multicast, typically targeting multiple UEs with a single transmission.
Figure 2.2 illustrates the principles of 3GPP architecture for LTE-Uu and PC5 based V2X communication. The LTE-based V2X architecture introduces the V2X application server as an entity within an operator’s core network. The logical functions of this server include requesting BM-SC (Broadcast-Multicast service center) for activating/deactivating/modifying the Multimedia Broadcast Multicast Services (MBMS) bearer, receiving uplink data from the UE over unicast and delivering data to the UE(s) in a target area using Unicast Delivery and/or MBMS Delivery, and providing the V2X service to the UEs.

In the LTE-based V2X architecture, the V2X control function is a logical function that is used for network-related functionalities required for V2X. It’s assumed that there is only one logical
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V2X control function in each public land mobile network (PLMN) that supports V2X services. The V2X control function is used to configure the UEs with necessary parameters for V2X communications in that PLMN (e.g., the parameters to use PC5 reference point). The V2X control function is also used to configure the UEs with parameters that are needed when the UEs are not served by an LTE network (i.e., V2X UEs out of the cellular coverage and are not able to communicate via the eNB). The V2X control function may also be used to obtain V2X user service descriptions (USDs) from the V2X application server so that the UEs can receive eMBMS-based V2X communication.

2.1.3.2 Network Architecture for 5G-V2X

The 5G system architecture has been designed by 3GPP [26] as a function based architecture which primarily focuses on providing service-based accessibility to the involved entities. In 5G system, architectural enhancements have been specified to support UEs with more advanced V2X services [26]. Figure 2.3 illustrates the V2X architecture that has been specified up to now for 5G [26]. The NG-RAN represents the newly defined radio access network for 5G. NG-RAN provides both NR and LTE radio access. A NG-RAN node is either a gNB (i.e. 5G base station), providing a radio interface (i.e., Uu interface) with the UE based on 5G new radio or ng-eNB, provide a radio interface based on LTE/E-UTRAN. For simplicity, Figure 2.3 depicts only the case of gNBs. The 5G core network includes different network functions such as Policy Control Function (PCF), Access and Mobility Function (AMF), Authentication Server Function (AUSF), Session Management Function (SMF), Application Function (AF), Unified Data Management (UDM), Unified Data Repository (UDR), and User Plane Function (UPF).

Different from LTE-based V2X architecture which required the addition of new functions (i.e., V2X control function), in 5G the V2X functions can be already included in the existing network functions of 5G core. In 5G -based V2X Architecture, PCF is responsible for providing the AMF with necessary parameters in order that the UE can use V2X communication. In more detail, PCF provides the AMF with PC5 QoS parameters and policy parameters to communicate through PC5 and retrieves V2X parameters from UDR. In turn, AMF provides indication about the UE authorization status and the obtained V2X communication information from PCF to the gNB that supports 5G NR via PC5 reference point. V2X connections over the PC5 reference point (i.e.,
Sidelink) are supported by LTE and/or NR. Although the support for V2X sidelink communications was already standardized in 3GPP in the context of LTE [12], V2X sidelink is not yet included in the current release 15 of 5G New Radio (NR) specifications, but it is subject to study for future release 16 [15].

Furthermore, the UPF is responsible for the enforcement of user plane (UP) policy rules, and in general QoS enforcement. More especially, UPF implements functionalities of packet routing and
forwarding. The UPF also acts as an anchor point for intra/inter-RAT mobility, and an external point of interconnection to a data network for Protocol Data Unit (PDU) sessions. The UDM manages information related to the UE and to the subscriber profile. The SMF handles all of the functionalities related to the management of PDU Sessions, such as establishment, modification, and release. Additional functionalities include maintaining tunnels between the NG-RAN and UPF, IP addresses allocation, and management. The AF is a control plane (CP) function interacting with other NFs of the 5G core (5GC) network and implements procedures such as influence of traffic routing of PDU sessions based on application-specific requirements. AFs may be located within the operator’s network and directly connected to the other control plane functions or deployed in a public network. In this case, the AF interacts with the 5GC via NEF, which is responsible for exposing network functionalities and capabilities and handles masking of sensitive internal user information before information exposure.

2.1.4 Resource management for V2V-enabled networks

Integration of direct V2V communication in cellular systems creates a need for revisiting the existing radio resource management techniques to make the best use of this technology. From the perspective of this thesis, we consider two main radio resource management approaches for V2V communication in cellular networks: i) Mode selection, that is, deciding if V2V should communicate directly using SL or via gNB (mention also eNB in case of LTE) (i.e., two-hop transmission); ii) resource allocation, that is, assigning the resource blocks (RBs) to the V2V links.

A previously discussed in subsection 1.2.2, a UE can operate in two transmission modes, namely cellular mode and sidelink mode. In this research, the sidelink mode indicates the direct communication between vehicles and cellular mode indicates indirect transmission when two-hop transmission via a base station (or a relay) is established. Mode selection is the problem of choosing whether the users should communicate through sidelink mode or via cellular mode. The optimal mode selection depends on the performance measure to optimize (e.g., sum rate, transmission power, energy consumption), and on the information available when making the decision (e.g., physical distance between users, channel quality of the links, interference level). Note that cellular mode is conceptually the same as a traditional cellular communication.

From the perspective of the radio resource allocation for V2V communication, and according to
current LTE standards, V2V services can be supported through two different options, namely mode 3 (i.e., V2V-centralized scheduling) and mode 4 (i.e., V2V-distributed scheduling) to support sidelink communications. These modes are the evolution for V2X of mode 1 (D2D scheduled) and mode 2 (D2D UE-selected) that were introduced in 3GPP Release 12 for Proximity Services (ProSe) supporting public safety communications. In centralized scheduling, the base station (i.e., the eNB in case of LTE or the gNB in case of future 5G NR) selects and schedules the exact resources to be used by the different sidelink transmissions. In distributed scheduling, UEs autonomously select the radio resources for sidelink transmission from a specific pool of resources indicated by the base station. For this purpose, UEs use a sensing-based semi-persistent scheduling (SPS) [34, 35].

In relation to sharing of radio resources, there are basically two approaches for sharing radio resources in sidelink, namely Orthogonal Sharing approach (OS), in which, V2V links can use resources that are orthogonal to those occupied by the other V2V links (i.e., the same RBs are not used by other links), and Non-Orthogonal Sharing approach (NOS), which enables V2V links to use other RBs used by other V2V links. In the OS and NOS approaches, sidelink V2V links get the resource blocks from the resource pools that are allocated for sidelink V2X services and these resources are a subset of available subframes in the UL resources, which are organized based on a periodical subframe pool, as illustrated in Figure 2.4. If users are assigned resources that are orthogonal to those occupied by other users, they cause no interference to each other. However, this is only possible when sufficient amount of resources is available. Therefore, orthogonal resource allocation may result in a lack of the radio resources. This issue may be potentially addressed by leveraging the shared nature of radio resources, which allows the reuse of radio resources when there are no sufficient radio resources for V2V transmissions. The reuse of radio resources may increase spectral efficiency and other metrics such as access delay reduction, but this comes at the cost of introducing interference among the transmissions. Interference makes it challenging to guarantee the reliability requirements of the different services, which calls for the implementation of efficient radio resource management mechanisms.

### 2.2 Network Slicing

5G is expected to provide a great variety of services and applications and to be an end-to-end (E2E) flexible, scalable and demand-oriented system to meet various requirements [35, 36]. Network slicing in 5G is
considered as a key driving force to achieve this challenging goal and provides a more flexible and efficient implementation to achieve an open 5G network. As explained in subsection 1.2.1, network slicing allows multiple logical networks, referred to as network slices, to be created on top of a common shared physical infrastructure. Each network slice can be used to serve a particular service category in order to meet different user demands. In this respect, 3GPP has completed the normative specifications regarding service and operational requirements to support network slicing [8] and has covered both system architecture aspects [10] and related management and orchestration capabilities [37].

The realization of network slices considers, in the most general case, support for specific features and resources both in the 5G Core Network (5GC) part, which we will refer to as a CN slicing, and in the New Generation RAN (NG-RAN) part, referred to as a RAN slicing. At the Radio Access Network (RAN), the use of network slicing involves the assignment of the radio resources to each slice in accordance with its expected requirements and functionalities (i.e., the demanding requirements of V2X applications, such as ultra-low latency, high-bandwidth, highly-reliable...
communication, required a dedicated slice highly isolated from other slices to guarantee the service quality for V2X service).

2.2.1 Radio Access Network (RAN) Slicing

5G RAN slicing can be implemented through logical abstraction of physical radio resources (such as spectrum) and physical hardware (such as a base station). From the perspective of RAN, the main task of the RAN slice is to achieve the sharing and flexible management of spectrum resources. At the RAN, the use of network slicing involves the assignment of radio resources to each slice in accordance with its expected requirements and functionalities. Therefore, RAN slicing will provide the required design flexibility and will be necessary for any network slicing solution. Specially, the RAN slices can be dynamically configured depending on factors such as traffic type, traffic load and QoS requirement of each. The sharing of radio resources between different slices can be accomplished by scheduling conducted at the MAC layers of the base station [38].

The following design aspects can be considered in RAN slicing [7, 39]:

1) **Resource management**: Radio slices in the RAN can share the radio resources (time, frequency, space) and the corresponding communication hardware (digital baseband processing components, analog radio components) in a dynamic or static manner according to the configuration rules for the network slice. With dynamic resource sharing, each of the slices obtains use of resources based on its demand and priority. The allocation of radio resources among the slices can be done by scheduling. The scheduler allocates radio resources to the slices based on factors such as the quantity of resources requested by the slice, the priority of the service and the overall traffic load.

2) **Slice-specific admission control**: This is needed to meet the initial access requirements of various network slices. RAN configuration rules supply the ability to meet the access needs of a variety of network slices. For example, a network slice serving V2X services must get guaranteed ultra-reliability and low-latency access. With slice-specific admission
control configuration rules, a UE operating in one slice may not be admitted to a gNB if the slice is not active in that gNB. The RAN must be able to control the slice associated with the gNB for V2X service. Specifically, the RAN must be able to consider radio resources and their utilization for the V2X messages of UE to be sent over gNB and provide a means for the MNO to authorize on per subscription basis, the communication range a UE is allowed to use for V2X Service (i.e., provide a means for the MNO to enable or disable the usage of the V2X service of any UE transfer over gNB).

3) **UE awareness on the RAN configurations:** The UEs need to use a service supported by specific network slice have to be aware of the RAN configurations. Especially, the UE needs to receive the RAN configuration prior to access the service. In particular, a UE that supports V2X service must be able to be pre-configurable with V2X slice parameters to be used for the transmission and reception of V2X messages when the UE is not served by gNB (i.e., when UEs out of the coverage of the gNB) which supports V2X Service.

### 2.2.2 Core Network Slicing

5G core network slicing can provide tailored logical networks for different services or verticals in an agile and adaptable fashion [38, 40]. One of the key features in 5G CN is the separation of user plane and control plane capabilities. The key technologies of core network slicing are Software-Defined Networking (SDN) and Network functions virtualization (NFV) [6, 41]. SDN technology can be used to separate the control plane and data plane of the core network so that the control plane and data plane can be deployed independently. The control plane can be centralized, while the data plane can be distributed. For example, the data plane in a network slice for low-latency services can be distributed on the network edge in combination with the Mobile Edge Computing (MEC) technology. MEC technology is a network architecture concept that enables cloud computing capabilities and an IT service environment at the edge of the cellular network and, more in general at the edge of any network (i.e., MEC running applications and performing related processing tasks closer to the cellular customer, network congestion is reduced and applications perform better).
NFV technology can provide the necessary Virtual network functions (VNFs) for the data plane of the core network slices according to the service type. These VNFs can be scaled on-demand as the service changes dynamically.
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RAN Slicing Strategy for a Heterogeneous Network with eMBB and V2X Services

3.1 Introduction

The traditional mobile communication networks use a one-size-fits-all approach to provide services to mobile devices, regardless the different requirements of the vertical services. Therefore, this design approach cannot support services and use cases with vastly heterogeneous requirements such as high throughput, low latency, high reliability, high mobility, and high security [42]. Thus, it’s necessary for the research community to explore new techniques to address the challenges associated with supporting vertical industries. To address the challenges associated with supporting vertical services and use cases, 5G networks need to integrate multiple services with various performance requirements into a single physical network infrastructure, and provide each service with a customized logical network. Network slicing, which allows composing multiple dedicated logical networks with specific functionality running on top of a common infrastructure, is introduced as a solution to cope with this heterogeneity.

Slice-based 5G has the following significant advantages when compared with traditional networks:

- Network slicing can provide logical networks with better performance than one size-fits-all networks.
- A network slice can scale up or down as service requirements and the number of users change.
• Network slices can isolate the network resources of the services in one slice from the others; the configurations among various slices don’t affect each other. Therefore, the reliability and security of each slice can be enhanced.
• Finally, through network slicing, resources of a multi-domain infrastructure network can be efficiently allocated to multiple network slices according to the requirements of the different use cases [10, 43].

The realization of network slicing considers, in the most general case, support for specific features and resources both in the core network part, referred to as Core Network slice, and in the Radio Access Network (RAN) part, referred to as RAN slice, which is the focus of this chapter. At the RAN, the use of network slicing involves the assignment of the radio resources to each slice in accordance with its expected requirements and functionalities (e.g., the V2X services that require stringent latency, ultra-reliability). Therefore, RAN slicing will provide the required design flexibility and will be a requisite of any network slicing solution. The need for a dedicated V2X slice has been argued due to the unique V2X use cases’ features, by recognizing the poor fitting of reference slices for other traffic types (i.e., eMBB and mMTC). In particular, the potential of the network slicing concept for V2X has been unleashed in [44] and elaborated by 3GPP [45]. By flexibly orchestrating multi-access and edge-dominated 5G network infrastructures, dedicated network slices for V2X safety applications can be isolated over other network traffic. In this regard, this chapter proposes an optimized RAN slicing solution for scenarios with both eMBB and V2X services sharing the same RAN infrastructure. The main focus of the proposed solution is to configure the resource split between the eMBB and V2X slices in order to satisfy their QoS requirements and maximize the system performance for both slices in terms of network metrics such as resource utilization, latency and outage probability.

The proposed solution is considered to allocate resources to users of eMBB services in both UpLink (UL) and DownLink (DL) and to users of V2X services assuming Vehicle-to-Vehicle (V2V) communications. V2V communications can make use of either cellular mode (i.e. using a two-hop transmission via a base station and employing UL/DL of the Uu interface) or SideLink (SL) mode (i.e. nearby vehicles communicate directly over the PC5 interface).

The rest of the chapter is organized as follows. Section 3.2 covers the related works and contributions. In Section 3.3, we present the explanation of the system model of RAN slicing and
the problem formulation. Section 3.4 provides the proposed solutions for RAN slicing including an offline reinforcement learning and a low-complexity heuristic algorithm. Section 3.5 presents the performance evaluation followed by the conclusions in Section 3.6.

### 3.2 State of the Art and contributions

There are different works in the literature that have proposed solutions for designing and controlling network slicing [46-51]. A logical architecture for network-slicing-based 5G systems and a scheme for managing mobility between different access networks is proposed in [46]. In turn, the deployment of function decomposition and network slicing as a tool to improve the Evolved Packet Core (EPC) is presented in [47]. They discussed the feasibility of designing a flexible and adaptive mobile core network based on functional decomposition and network slicing concepts. A flexible and programmable Software Defined (SD)-RAN platform is introduced in [48] with a main focus on separating the RAN control and data planes through a southbound API in order to support a flexible control plane for real-time RAN control applications, flexibility and to realize various degrees of coordination among RAN infrastructure entities. Reference [49] focuses on adaptive correction of the forecasted load based on measured deviations, network slicing traffic analysis and prediction per network slice, and admission control decisions for network slice requests. A low complexity heuristic slicing algorithm for joint admission control in virtual wireless networks is proposed in [50]. In [51], a model for orchestrating network slices based on the service requirements and available resources is introduced. They proposed a Markov decision process framework to formulate and determine the optimal policy that manages cross-slice admission control and resource allocation for the 5G networks.

On the other hand, some research studies have been carried out in the context of managing the split of the available radio resources in RAN among different slices to support different services (e.g. eMBB, mMTC, and URLLC) with main focus on the Packet Scheduling (PS) problem in order to improve the network capacity and maximize the sum rates of the whole network using different approaches, such as reinforcement learning [52], auction mechanism [53], and game theory [54]. In [52], a novel radio resource slicing framework for 5G networks with haptic communications is proposed based on virtualization of radio resources. The author adopted a reinforcement learning
(RL) approach for dynamic radio resource slicing in a flexible way, while accounting for the utility requirements of different vertical applications. In this respect, the slicing problem is modeled based on a Markov Decision Process (MDP) and, then, an optimal radio resource slicing strategy based on the application of Q-learning technique is introduced to solve the problem. A network slicing strategy based on a novel auction mechanism is introduced in [53] to decide the selling price of different types of network segments in order to maximize the network revenue and to optimally satisfy the resource requirements.

A network slicing scheme based on game theory for managing the split of the available radio resources in a RAN among different slice types is proposed in [54] to maximize utility of radio resources. Similarly, novel slicing and scheduling schemes are proposed in [55] to meet the requirements such as QoS, fairness, and isolation among different slices. In turn, from an implementation respective, the RB scheduling of different slices has been done by [56]. In order to better support the coexistence of heterogeneous slices with highly diverse QoS requirements and allow heterogeneous utility functions of different slice types in 5G networks, a novel online optimizer based on genetic algorithms has been introduced in [57].

An adaptive algorithm for virtual resource allocation based on Constrained Markov Decision Process is proposed in [58]. Their proposed resource allocation strategy can be dynamically adjusted to allocate power and subcarrier through continuous interaction with the external environment. An online network slicing solution based on multi-armed bandit mathematical model and properties to maximize network slicing multiplexing gains and achieving the accommodation of network slice requests in the system with an aggregated level of demands above the available capacity is proposed in [59]. They provide a novel decisional model addressing the “exploration vs exploitation” dilemma, dubbed as Budgeted Lock-up Multi Armed Problem (BLMAB). The feasibility of the solution is proved through implementation on commercial hardware by considering three network slices such as eMBB for Guaranteed Bit Rate (GBR), eMBB for Best Effort, and Public Safety.

Despite the existence of the abovementioned works in the area of network slicing, none of the above works has considered slicing in vehicular scenarios in which the vehicles can communicate through two operational modes, either sidelink (direct-V2V) via PC5 interface or cellular mode via Uu interface. The consideration of slicing with this type of traffic is indeed one of the novelties of this chapter.
Another novelty of this work relies on the considered methodology for addressing the network slicing problem, making use of a combination of off-line Q-learning with a heuristic method for fine tuning the amount of radio resources allocated to each slice. In this respect, some of the existing solutions in the recent literature have proposed online Q-Learning algorithms for managing the split of the available radio resources among different slices [52]. However, the on-line Q-Learning algorithm needs to keep track of a value table of all possible “actions” that the system can take, and update the values online through an exploration-exploitation process, which may have a chance of making wrong or unevaluated decisions that can degrade actual performance. Instead, to avoid this issue, in our work we focus on offline Q-Learning. This allows exploring the different actions based on a model of the system prior to modifying on-line the actual network configuration. Besides, the Q-learning approach in this work makes use of softmax decision making for selecting the different actions to trade-off between exploration and exploitation, in contrast to the use of $\varepsilon$-greedy selection, which is one of the common techniques used, where $\varepsilon$ is the percentage of time the agent takes to select an action randomly rather than taking the action that is most likely to increase its reward given what it knows so far. Although $\varepsilon$-greedy action selection is an effective and popular way to balance exploration and exploitation in reinforcement learning, one of the drawbacks is that when it explores it chooses equally among all actions [60, 61]. This means that the worst-appearing action is likely to be chosen as the best one.

Based on all the above considerations, the key contributions of this chapter are summarized as follows:

- The RAN slicing problem to support an eMBB and a V2X slice on the same RAN infrastructure is formulated as an optimization problem to determine the amount of resources assigned to each slice with the target to improve the radio resource utilization while satisfying the specific requirements for each slice. The model considers uplink, downlink and sidelink (for direct V2V) communications.

- A novel strategy based on offline Q-learning and softmax decision-making is proposed as an enhanced solution to determine the adequate split of resources between the two slices. In this approach, the slice controller continuously interacts with a model of the environment to
learn the optimal policy through an immediate reward feedback. The adopted Q-Learning algorithm tracks all possible "actions" (i.e. resource splits) the system can take through an exploration-exploitation process in order to select the appropriate action.

- Starting from the outcome of the off-line Q-learning algorithm, a low-complexity heuristic approach is proposed for fine tuning the resource assignment and achieving further improvements in the use of resources.

- We evaluate the performance of the proposed approach using extensive simulations to demonstrate its capability to perform an efficient allocation of resources among slices in terms of resource utilization, latency, achievable data rate and outage probability. Simulation results show the effectiveness of the proposed schemes under different system parameters.

3.3 System Model and Problem Formulation

3.3.1 System Model

The considered scenario assumes a cellular Next Generation Radio Access Network (NG-RAN) with a gNodeB (gNB) composed by a single cell. A roadside unit (RSU) supporting V2X communications is attached to the gNB. A set of eMBB cellular users (CUs) numbered as \( m=1,...,M \) are distributed randomly around the gNB and a flow of several independent vehicles move along a straight highway, as illustrated in Figure 1. The highway segment is divided into sub-segments (clusters) by sectioning the road into smaller zones according to the length of the road. It is assumed that each vehicle includes a User Equipment (UE) that enables communication with the UEs in the rest of vehicles in the same cluster. Clusters are numbered as \( j=1,...,C \), and the vehicles in the \( j \)-th cluster are numbered as \( i=1,...,V(j) \). The vehicles in the highway are assumed to enter the cell coverage following a Poisson process with arrival rate \( \lambda_v \). The association between clusters and vehicles is managed and maintained by the RSU based on different metrics (e.g. position, direction, speed and link quality) through a periodic exchange of status information.
Figure 3.1: System model of the cellular network with sidelink V2V.

Regarding the V2X services, this chapter assumes V2V communication between vehicles. It can be performed either in cellular or in sidelink mode. In cellular mode each UE communicates with each other through the Uu interface in a two-hops transmission via the gNB while in sidelink mode, direct V2V communications can be established over the PC5 interface. We assume that, when sidelink transmissions are utilized, every member vehicle can multicast the V2V messages directly to multiple member vehicles of the same cluster $1 \leq i \leq V(j)$ using one-to-many technology. The decision on when to use cellular or sidelink mode will be explained in chapter 4.

3.3.2 Network Model for Radio Resource Slicing

In order to jointly support the eMBB and V2X services, and since eMBB requires a large bandwidth to support high-data-rate services, and V2X services are extremely sensitive to latency, the network is logically divided into two network slices, namely RAN_slice_ID=1 for the V2X services and
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RAN_slice_ID=2 for the eMBB services. The whole cell bandwidth is organized in Resource Blocks (RBs) of bandwidth B. Let denote as $N_{UL}$ the number of RBs in the UL and $N_{DL}$ the number of RBs in the DL. The RAN slicing process should distribute the UL and DL RBs among the two slices. For this purpose, let denote $\alpha_{s,UL}$ and $\alpha_{s,DL}$ as the fraction of UL and DL resources, respectively, for the RAN_slice_ID=s.

Regarding sidelink communications, and since the support for sidelink has not been yet specified for 5G in current 3GPP release 15, this chapter assumes the same approach as in current LTE-V2X system, in which the SL RBs are part of the total RBs of the UL. For this reason, the slice ratio $\alpha_{s,UL}$ is divided into two slice ratios, $\bar{\alpha}_{s,UL}$, which corresponds to the fraction of UL RBs that are used for uplink transmissions, and $\alpha_{s,SL}$, which corresponds to the fraction of UL RBs used to support sidelink transmissions. The following relationships hold:

$$\sum_{s} \alpha_{s,DL} = 1 \quad (3.1)$$
$$\sum_{s} \alpha_{s,UL} = \sum_{s} \left( \alpha_{s,SL} + \bar{\alpha}_{s,UL} \right) = 1 \quad (3.2)$$

It is worth mentioning that, since in the considered scenario the sidelink is only used by the V2X slice, it is assumed that $\bar{\alpha}_{2,UL} = \alpha_{2,UL}$ and $\alpha_{2,SL} = 0$ for the eMBB slice ($s=2$).

3.3.3 V2X Communication Model

Each vehicle is assumed to generate packets randomly with rate $\lambda_{g}$ packets/s according to a Poisson arrival model. The length of the messages is $S_m$. When the vehicles operate in sidelink mode, the messages are transmitted using the SL resources allocated to the slice. Instead, when the vehicles operate in cellular mode, the messages are transmitted using the UL and DL resources. The average number of required RBs from V2X users of RAN_slice_ID=1 per Transmission Time Interval (TTI) in UL, DL and SL, denoted respectively as $\Gamma_{1,UL}$, $\Gamma_{1,DL}$, $\Gamma_{1,SL}$, can be estimated as follows:
3.3.4 eMBB Communication Model

Each eMBB user generates sessions requiring a certain guaranteed bit rate. The session generation model follows a Poisson process with rate $\lambda_m$ (sessions/s) and the session duration is exponentially distributed with average $T_e$. These users transmit in the uplink and downlink RBs allocated to the eMBB slice. Then, the average number of required RBs for eMBB users of RAN_slice_ID=2 in UL and DL in order to support a certain bit rate $R_b$ is denoted as $\Gamma_{2,UL}$, $\Gamma_{2,DL}$, respectively, and can be statistically estimated as follows:

$$
\Gamma_{2,x} = \frac{\sum_{i=1}^{T} \sum_{j=1}^{M} \rho_x(m,i)}{T}
$$

(3.4)

where $x$ denotes the type of link, and $\rho_x(m,i)$ is the number of required RBs by the $m$-th user in the link $x$ and in the $i$-th TTI in order to get the required bit rate $R_b$. It is given by $\rho_x(m,i)=R_b/(SP_{eff,x}B)$.

The values $\Gamma_{2,UL}$, $\Gamma_{2,DL}$ are computed within a time window $T$ TTI. Note also that $\Gamma_{2,SL}=0$, since the eMBB slice does not generate sidelink traffic.
3.3.5 Problem Formulation for RAN Slicing

The focus of this chapter is to determine the optimum slicing ratios $\alpha_{s,UL}$, $\alpha_{s,DL}$ in order to maximize the overall resource utilization under the constraints of satisfying the resource requirements for the users of the two considered slices.

The total utilization of UL resources $U_{UL}$ is given by the aggregate of the required RBs in the UL and SL for each slice, provided that the aggregate of a given slice $s$ does not exceed the total amount of resources allocated by the RAN slicing to this slice, i.e. $\alpha_{s,UL} \cdot N_{UL}$. Otherwise, the utilization of slice $s$ will be limited to $\alpha_{s,UL} \cdot N_{UL}$ and the slice will experience outage. Based on this, the total utilization $U_{UL}$ is defined as:

$$U_{UL} = \min \left( \Gamma_{s,SL} + \Gamma_{s,UL}, \alpha_{s,UL} \cdot N_{UL} \right)$$  \hspace{1cm} (3.5)

Correspondingly, the optimization problem for the uplink is defined as the maximization of the UL resource utilization subject to ensuring an outage probability lower than a maximum tolerable limit $p_{out}$. This is formally expressed as:

$$\max_{\alpha_{s,UL}} U_{UL}$$  \hspace{1cm} (3.6)

subject to:

$$\Pr \left[ \Gamma_{s,SL} + \Gamma_{s,UL} \geq \alpha_{s,UL} \cdot N_{UL} \right] < p_{out} \quad s = 1, 2$$  \hspace{1cm} (3.6.a)

$$\sum_s \alpha_{s,UL} = 1$$  \hspace{1cm} (3.6.b)

Following similar considerations like in the uplink, the total resource utilization in the downlink direction $U_{DL}$ is given by

$$U_{DL} = \min \left( \Gamma_{s,DL}, \alpha_{s,DL} \cdot N_{DL} \right)$$  \hspace{1cm} (3.7)

Similar to (3.6), the considered optimization problem of the downlink is formulated as:
\[
\max_{\alpha_{s,UL}} U_{DL} \quad (3.8)
\]
\[
s.t \quad \Pr \left[ \Gamma_{s,DL} \geq \alpha_{s,DL} \cdot N_{DL} \right] < p_{out} \quad s = 1,2
\]
\[
(3.8.a)
\]
\[
\sum_{s} \alpha_{s,DL} = 1
\]
\[
(3.8.b)
\]

### 3.4 Proposed Solution for RAN Slicing

The problems in (3.6) and (3.8) with their constraints are nonlinear optimization problems. Such an optimization problem is generally hard to solve. The complexity of solving this problem is high for a network of realistic size with fast varying channel conditions and very tight time-to-decide. For these reasons, we propose the use of an offline reinforcement learning followed by a low-complexity heuristic approach to solve the problem in a more practical way. The general approach is depicted in Figure 3.2. We consider a slicing controller responsible for determining the slicing ratios \(\alpha_{s,UL}, \alpha_{s,DL}\) for each slice. The operation of the slicing controller is decomposed into two main parts. In the first part, an RL algorithm is responsible for determining some intermediate slicing ratios, denoted as \(\beta_{s,UL}, \beta_{s,DL}\). Then, the second part is a heuristic algorithm that takes as input the results of the RL algorithm and performs a fine tuning of the slicing ratios in order to determine the final optimized values \(\alpha_{s,UL}, \alpha_{s,DL}\). This two-step approach allows balancing the trade-off between achieving a fine granularity when setting the slicing ratios and keeping a moderate number of actions in the RL algorithm that facilitates the convergence of the algorithm in a reduced time. A detailed description of the both the RL algorithm and the heuristic algorithm is given in sections 3.4.1, and 3.4.2, respectively.

#### 3.4.1 RL-Based Slicing Strategy

It is assumed that two separate RL algorithms are executed for the UL and the DL to determine respectively \(\beta_{s,UL}\) and \(\beta_{s,DL}\). In the general operation of RL, the optimum solutions are found based
on dynamically interacting with the environment based on trying different actions $a_{k,x}$ (i.e. different slicing ratios) selected from a set of possible actions numbered as $k=1,\ldots,A$, where $x \in \{UL, DL\}$. As a result of the selected action, the RL process gets a reward $R_{TOT,x}(a_{k,x})$ that measures how good or bad the result of the action has been in terms of the desired optimization target. Based on this reward, the RL algorithm adjusts the decision making process to progressively learn the actions that lead to highest reward. The action selection is done by balancing the trade-off between exploitation (i.e. try actions with high reward) and exploration (i.e. try actions that have not been used before in order to learn from them). In case this interaction with the environment was done in an on-line way, i.e. by configuring the slicing ratios on the real network and then measuring the obtained performance, this could lead to serious performance degradation since, during the exploration process, wrong or unevaluated decisions could be made at certain points of time due to the exploration, and affecting all the UEs of a given slice.

To avoid this problem, this chapter considers an off-line RL, in which the slicing controller interacts with a network model (see Figure 3.2) that simulates the behavior of the network and allows testing the performance of the different actions in order to learn the optimum one prior to configuring it in the real network. The network model is based on a characterization of the network in terms of traffic generation, propagation modelling, etc.

The specific RL algorithm considered in this chapter is the Q-learning based on softmax decision making [60], which enables an exploration-exploitation traversing all possible actions in long-term. In turn, the reward should be defined in accordance with the optimization problem, which in this work intends to maximize the resource utilization subject to the outage probability constraint. The details about the reward function and the detailed operation of the Q-learning algorithm are presented in the following.

### 3.4.1.1 Reward Computation

The reward function should reflect the ability of the taken action to fulfill the targets of the optimization problems (3.6) and (3.8). Based on this, and for a given action $a_{k,x}$ with associated slicing ratios $\beta_{s,x}(k)$ the reward is computed as function of the normalized resource utilization $\Psi_{s,x}(a_{k,x})$ of slice $s$ in link $x \in \{UL, DL\}$ defined as the ratio of used resources to the total allocated resources by the corresponding action. For the case of the V2X slice ($s=1$), it is defined as:
Chapter 3. RAN Slicing Strategy for a Heterogeneous Network

Figure 3.2: RAN Slicing Strategy.

\[ \Psi_{1,UL}(a_{k,UL}) = \frac{\Gamma_{1,UL} + \Gamma_{1,SL}}{\beta_{1,UL}(k)N_{UL}} \]  
\[ \Psi_{1,DL}(a_{k,DL}) = \frac{\Gamma_{1,DL}}{\beta_{1,DL}(k)N_{DL}} \]

In turn, for the case of eMBB slice \((s=2)\), it is defined as:

\[ \Psi_{2,UL}(a_{k,UL}) = \frac{\Gamma_{2,UL}}{\beta_{2,UL}(k)N_{UL}} \]
Based on these expressions, the reward $R_{s,x}(a_{k,x})$ for the slice $s$ in link $x \in \{UL,DL\}$ as a result of action $a_{k,x}$ is defined as

$$
R_{s,x}(a_{k,x}) = \begin{cases} 
\Psi_{s,x}(a_{k,x}) & \Psi_{s,x}(a_{k,x}) \leq 1 \\
1/\Psi_{s,x}(a_{k,x}) & \Psi_{s,x}(a_{k,x}) > 1
\end{cases}
$$ (3.13)

In (3.13), whenever $\Psi_{s,x}(a_{k,x})$ is a value between 0 and 1, the reward function will increase exponentially to its peak at $\Psi_{s,x}(a_{k,x}) = 1$. Therefore, the actions that lead to higher value of $\Psi_{s,x}(a_{k,x})$ (i.e. higher utilization) provide larger rewards and therefore this allows approaching the optimization target of (3.6) and (3.8). In contrast, if the value of $\Psi_{s,x}(a_{k,x}) > 1$, it means that the slice $s$ will be in outage and thus the reward decreases to take into consideration constraints (3.6a) and (3.8a). Consequently, the formulation of the reward function per slice in (3.13) takes into account the constraints of the optimization problem. In addition, since the total reward has to account for the effect of the action on all the considered slices $s=1,\ldots,S$, it is defined in general as the geometric mean of the per-slice rewards, that is:

$$
R_{TOT,x}(a_{k,x}) = \left( \prod_{s=1}^{S} R_{s,x}(a_{k,x}) \right)^{1/S}
$$ (3.14)

### 3.4.1.2 Computation of the Q-values and probability selection criterion

The ultimate target of the Q-learning scheme at the slicing controller is to find the action (i.e. the slicing ratios for a given link $x \in \{UL,DL\}$) that maximizes the expected long-term reward to each slice. To achieve this, the Q-learning interacts with the network model over discrete time-steps of
fixed duration and estimates the reward of the chosen action. Based on the reward, the slice controller keeps a record of its experience when taking an action \( a_{k,x} \) and stores the action-value function (also referred to as the Q-value) in \( Q_x(a_{k,x}) \). Every time step, the \( Q_{UL}(a_{k,UL}) \) and \( Q_{DL}(a_{k,DL}) \) values are updated following a single-state Q-learning approach with a null discount rate [20] as follows:

\[
Q_x(a_{k,x}) \leftarrow (1 - \alpha) Q_x(a_{k,x}) + \alpha \cdot R_{TOT,x}(a_{k,x})
\]  

(3.15)

where \( \alpha \in (0, 1) \) is the learning rate, and \( R_{TOT,x}(a_{k,x}) \) is the total reward accounting for both V2X and eMBB slices after executing an action \( a_{k,x} \). At initialization, i.e. when action \( a_{k,x} \) has never been used in the past, \( Q_x(a_{k,x}) \) is initialized to an arbitrary value (e.g. 0 in this work).

### 3.4.1.3 Selection Criterion

The selection of the different actions based on the \( Q_x(a_{k,x}) \) is made based on the softmax policy [20], in which the different actions are chosen probabilistically. Specifically, the probability \( P(a_{k,x}) \) of selecting action \( a_{k,x}, k=1,...,A_x \), is defined as

\[
P(a_{k,x}) = \frac{e^{Q_x(a_{k,x})/\tau}}{\sum_{j=1}^{A_x} e^{Q_x(a_{j,x})/\tau}}
\]

(3.16)

where \( \tau \) is a positive integer called temperature parameter that controls the selection probability. With a high value of \( \tau \), the action probabilities become nearly equal. However, a low value of \( \tau \) causes a greater difference in selection probabilities for actions with different Q-values. Softmax decision making allows an efficient trade-off between exploration and exploitation, i.e. selecting with high probability those actions that have yield high reward, but also keeping a certain probability of exploring new actions, which can yield better decisions in the future.

The pseudo-code of the proposed RL-based RAN slicing algorithm is summarized in Algorithm 3.1. Once the offline RL algorithm has converged, i.e. the selection probability of one of the actions is
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higher than 99.99%, the slicing ratios $\beta_{s,x}$ associated to this action are passed to the low-complexity heuristic algorithm, as illustrated in Figure 3.2. Let’s denote this selected action as $a_{x,sel,q}$

### 3.4.2 Low-Complexity Heuristic Strategy

In this section, we propose a heuristic scheme for fine tuning the initial slicing ratios $\beta_{s,UL}, \beta_{s,DL}$ chosen by the RL based on the resource requirements. The idea of this fine tuning is that, based on the actual RB demands of each slice and the slicing ratios $\beta_{s,UL}, \beta_{s,DL}$ the algorithm assesses if one of the two slices $s$ has more resources than actually required in the link $x \in \{UL,DL\}$, i.e. $\Psi_{s,x}(a_{x,sel}) < 1$, and at the same time the other slice $s'$ has less resources than required, i.e. $\Psi_{s',x}(a_{x,sel}) > 1$. If this

---

**Algorithm 3.1**: RAN slicing algorithm based on RL

1. **Inputs:**
   - $N_{UL}, N_{DL}$: Number of RBs in UL and DL.
   - $S$: number of slices,
   - Set of actions $a_{k,x}$ for link $x \in \{UL,DL\}$

2. **Initialization of Learning:**
   - $t \leftarrow 0$, $Q_{x}(a_{k,x})=0$, $k=1,...,A_{x}$, $x \in \{UL,DL\}$

3. **Iteration**

4. **While** learning period is active do
5.  **for** each link $x \in \{UL,DL\}$
6.  Apply softmax and compute $P_{x}(a_{k,x})$ for each action $a_{k,x}$ according to (3.16);
7.  Generate an uniformly distributed random number $u \in [0,1]$
8.  Select an action $a_{k,x}$ based on $u$ and probabilities $P_{x}(a_{k,x})$
9.  Apply the selected action to the network and evaluate $\Psi_{s,x}(a_{k,x})$ based on (3.9)-(3.12).
10. **If** $\Psi_{s,x}(a_{k,x}) \leq 1$ then
11.     $R_{s,x}(a_{k,x})=e^{\Psi_{s,x}(u_{x})}$
12. **else**
13.     $R_{s,x}(a_{k,x})=1/\Psi_{s,x}(a_{k,x})$
14. **End**
15. **Compute** $R_{TOT,x}(a_{k,x})$ based on equation (3.14)
16. **Update** $Q_{x}(a_{k,x})$ based on equation (3.15)
17. **End**
18. **End**
19. **End**
is the case, the slice $s$ leaves some extra capacity $\Delta C_{s,x}$ that can be transferred to the other slice $s'$. Specifically, the extra capacity is defined as:

$$\Delta C_{s,x} = \left(1 - \Psi_{s,x} \left( a_{x_{sel}} \right) \right) \cdot \omega$$  \hfill (3.17)\]

where the configuration parameter $\omega$ is a scalar in the range $[0,1]$ used to leave some margin capacity to cope with the variations of the RBs consumption. Based on this, the slicing ratio for the slice $s$ will be decreased in $\Delta C_{s,x}$, i.e. $\alpha_{s,x} = \beta_{s,x} - \Delta C_{s,x}$, while the slicing ratio for the other slice $s'$ will be increased in $\Delta C_{s,x}$, i.e. $\alpha'_{s',x} = \beta'_{s',x} + \Delta C_{s,x}$. The detailed steps of the proposed heuristic algorithm are shown in Algorithm 3.2.

---

**Algorithm 3.2**: Low-complexity Heuristic solution

1. **Input:**
   - Slicing ratios selected by the RL: $\beta_{s,x}$, $s \in \{1,2\}$.
2. **For each** Slice $s \in \{1,2\}$
3. **Compute** the required RBs ($\Gamma_{s,x}$) from equation (3.3) and (3.4).
4. **Compute** $\Psi_{s,x}(a_{x_{sel}})$ based on (3.9)-(3.12).
5. **End**;
6. **If** $\Psi_{1,x}(a_{x_{sel}}) < 1$ and $\Psi_{2,x}(a_{x_{sel}}) > 1$
   7. $\Delta C_{1,x} = \left(1 - \Psi_{2,x} \left( a_{x_{sel}} \right) \right) \cdot \omega$
   8. $\alpha_{2,x} = \beta_{2,x} - \Delta C_{2,x}$
   9. $\alpha_{1,x} = \beta_{1,x} + \Delta C_{1,x}$
10. **else if** $\Psi_{1,x}(a_{x_{sel}}) > 1$ and $\Psi_{2,x}(a_{x_{sel}}) < 1$
   11. $\Delta C_{1,x} = \left(1 - \Psi_{1,x} \left( a_{x_{sel}} \right) \right) \cdot \omega$
   12. $\alpha_{1,x} = \beta_{1,x} - \Delta C_{1,x}$
   13. $\alpha_{2,x} = \beta_{2,x} + \Delta C_{2,x}$
14. **else**
   15. $\alpha_{1,x} = \beta_{1,x}$
   16. $\alpha_{2,x} = \beta_{2,x}$
17. **End**
3.5 Performance Evaluation

In this section, we evaluate the performance of the proposed RAN slicing solution through system level simulations performed in MATLAB.

3.5.1 Simulation Setup

Our simulation model is based on a single-cell hexagonal layout configured with a gNB. The gNB supports a cell with a channel organized in 200 RBs composed by 12 subcarriers with subcarrier separation $\Delta f=30$ kHz, which corresponds to one of the 5G NR numerologies defined in [62]. The model considers vehicular UEs communicating through cellular mode (uplink / downlink) and via sidelink (direct V2V) and using RAN_slice_ID=1 and eMBB UEs operating in cellular mode (uplink / downlink) and using RAN_slice_ID=2 based on the assumptions described in section 3.3. The eMBB UEs are randomly distributed in the cell, while the V2X users move along a 3-lane highway. All relevant simulation parameters are summarized in Table 3.1.

As for the RAN slicing approach, the actions of the RL are defined such that action $a_{k,x}$ corresponds to $\beta_{1,x}(k)=0.05 \cdot k$ and $\beta_{2,x}(k)=(1-0.05 \cdot k)$ for $k=1,...,20$, $x \in \{UL, DL\}$. The uplink slicing ratio for slice 1 $\alpha_{1,UL}$ obtained as a result of the proposed RAN slicing algorithm is split into two ratios ($\tilde{\alpha}_{s,UL}=0.35 \cdot \alpha_{1,UL}$ for V2X users in cellular mode and $\alpha_{1,SL}=0.65 \cdot \alpha_{1,UL}$ for V2X in sidelink mode).

The presented evaluation results intend to assess and illustrate the performance of the proposed RAN slicing solution in terms of RB utilization, throughput, outage probability and latency. As a reference for comparison, we assume a simpler RAN slicing strategy denoted as a proportional slicing strategy (PSS), in which the ratio of RBs for each slice is proportional to its total traffic rate (in Mb/s) and a reference scheme in which a fixed slicing ratio is allocated to each service for uplink (UL+SL) and downlink (70% of PRBs for slice ID=1 and 30% of PRBs for slice ID=2), denoted as a fixed slicing strategy (FSS). In addition, in order to see the impact of the two steps in the proposed RAN slicing approach, the results analyze the performance for the case that only the RL is considered, denoted as QL slicing strategy (QL-SS), and the performance for the case that both the RL and the heuristic algorithm are considered, denoted as QL followed by the low-complexity heuristic slicing strategy (QLH-SS).
### TABLE 3.1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Cell radius</td>
<td>500m</td>
</tr>
<tr>
<td>Number of RBs per cell</td>
<td>N\textsubscript{UL}=N\textsubscript{DL}=200 RBs</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.6 GHz</td>
</tr>
<tr>
<td>Path loss model</td>
<td>The path loss and the LOS probability for cellular mode are modeled as in [63]. In sidelink mode, all V2V links are modeled based on freeway case (WINNER+B1) with hexagonal layout [ITU-R] [64].</td>
</tr>
<tr>
<td>Spectral efficiency model to map SINR.</td>
<td>Model in section A.1 of [65]. The maximum spectral efficiency is 8.8 b/s/Hz.</td>
</tr>
<tr>
<td>Shadowing standard deviation</td>
<td>3 dB in LOS and 4 dB in NLOS.</td>
</tr>
<tr>
<td>height of the gNB</td>
<td>10m</td>
</tr>
<tr>
<td>Base station antenna gain</td>
<td>5 dB</td>
</tr>
<tr>
<td>TTI duration (F\textsubscript{d})</td>
<td>1ms</td>
</tr>
<tr>
<td>Time window T</td>
<td>3s</td>
</tr>
<tr>
<td><strong>V2X parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Length of the highway</td>
<td>1Km</td>
</tr>
<tr>
<td>Number of lanes</td>
<td>3 in one direction</td>
</tr>
<tr>
<td>Lane width</td>
<td>4 m</td>
</tr>
<tr>
<td>Number of clusters</td>
<td>4</td>
</tr>
<tr>
<td>Size of cluster</td>
<td>250m</td>
</tr>
<tr>
<td>Vehicular UE height</td>
<td>1.5m</td>
</tr>
<tr>
<td>Vehicle speed</td>
<td>80 Km/h</td>
</tr>
<tr>
<td>Vehicle arrival rate $\lambda_v$</td>
<td>1 UE/s</td>
</tr>
<tr>
<td>Packet arrival rate $\lambda_g$</td>
<td>1 packets/s</td>
</tr>
<tr>
<td>Message size (S\textsubscript{m})</td>
<td>300 bytes</td>
</tr>
<tr>
<td><strong>eMBB parameters</strong></td>
<td></td>
</tr>
<tr>
<td>UE height</td>
<td>1.5m</td>
</tr>
<tr>
<td>Average session generation rate $\lambda_m$</td>
<td>Varied from 0.2 to 1.2 sessions/s</td>
</tr>
<tr>
<td>$R_b$</td>
<td>1 Mb/s</td>
</tr>
</tbody>
</table>
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3.5.2 Impact of the parameter $\omega$ on the Network Performance Metrics

In this subsection, we study the impact of the parameter $\omega$ for the heuristic algorithm, on the network performance metrics i.e., in terms of the obtained RB utilization and throughput. In Figure 3.3 and Figure 3.4, the QLH-SS, considering different values of $\omega$ is compared with the QL-SS.

Figure 3.3 plots the obtained RB utilization for UL, as a function of the eMBB session arrival rate ($\lambda_m$) when the number of actions is 20. Since SL and UL make use of the same set of RBs, the results included in Figure 3.3 refer to the total utilization by both links for V2X and eMBB slices. From the presented results, we notice that, when increasing the value of $\omega$, the system provides more resources and therefore leads to better utilization, as it is observed when comparing the results for $\omega$ equal to 0.85 against the results for other values of $\omega$.

Regarding the quantitative comparison between strategies, the figure reflects that, for the case of QLH-SS- $\omega = 0.85$, the system utilizes around 94 % of radio resources in uplink when the eMBB session arrival rate is 0.8 sessions/s. In case of QLH-SS- $\omega = 0.55$, the system utilizes around 82 % of radio resources in uplink (i.e. QLH-SS with $\omega = 0.85$ achieves a relative gain of 14 %). while for the QLH-SS- $\omega = 0.25$, the system utilization is about 70% (i.e. QLH-SS with $\omega = 0.85$ achieves a relative gain of 34 %). In contrast, in case of the QL-SS, the system utilizes around 60 % of radio resources in uplink (i.e. QLH-SS with $\omega = 0.85$ achieves a relative gain of 56 %).

Figure.3.4 presents the aggregate throughput delivered in Mbits/sec for both eMBB and V2X slices in the sidelink and uplink. From Figure.3.4, we can observe that the QLH-SS with all values of $\omega$

<table>
<thead>
<tr>
<th>RAN slicing algorithm parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average session duration</td>
</tr>
<tr>
<td>Learning rate $\alpha$</td>
</tr>
<tr>
<td>$\Omega$</td>
</tr>
<tr>
<td>Temperature parameter $\tau$</td>
</tr>
<tr>
<td>Actions of the RL algorithm</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
outperforms the QL-SS. Specifically, QLH-SS with $\omega = 0.85$ achieves a throughput of 123 Mb/s when the eMBB session arrival rate is 0.8 sessions/s. In turn, the system achieves a throughput of 111 Mb/s in uplink in case of QLH-SS with $\omega = 0.55$ (i.e. QLH-SS with $\omega = 0.85$ achieves a relative gain of 10%). and 100 Mb/s in case of QLH-SS with $\omega = 0.25$ (i.e. QLH-SS with $\omega = 0.85$ achieves a relative gain of 23%). The QL-SS achieves a throughput of 90 Mb (i.e. QLH-SS with $\omega = 0.85$ achieves a relative gain of 36% with respect to QL-SS). The reason for this behavior is that, as the number of eMBB sessions increases, requiring more radio resources, the QLH-SS ensures more RBs and achieves higher radio resource utilization compared to the QL-SS. Therefore, these RBs can be used to transmit more data.

![Figure 3.3: Uplink RB utilization as a function of the eMBB session generation rate $\lambda_m$ (sessions/s).](image)

**Figure 3.3:** Uplink RB utilization as a function of the eMBB session generation rate $\lambda_m$ (sessions/s).

### 3.5.3 Comparison of the performance of QLH-SS against reference schemes

#### 3.5.3.1 Performance in terms of RBs Utilization

In this subsection, the performance of QLH-SS with $\omega = 0.85$ in terms of RBs utilization is compared with the QL-SS, PSS, and FSS schemes. Figure 3.5 and Figure 3.6 present the obtained
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Figure 3.4: Aggregated throughput experienced by both slices in uplink as a function of the eMBB session generation rate $\lambda_m$ (sessions/s).

RB utilization, i.e. the number of used RBs normalized to the number of total available RBs, in UL and DL, respectively, as a function of the eMBB session arrival rate ($\lambda_m$). The results included in Figure 3.5 refer to the total utilisation by both links for V2X and eMBB slices. From the presented results, we notice that the QLH-SS and QL-SS approaches maintain high resource utilization compared to PSS, and FSS approaches in different load scenarios. This is due to the RL-based slicing strategy that inherently tackles slice dynamics by selecting the most appropriate action. Further improvements are obtained by the QLH-SS approach by checking the unused capacity left by each slice after selecting an action and use it to serve more traffic load in the other slice. From Figure 3.5 and Fig. 3.6, it’s clearly observed that, as the arrival rate of requests increases, the RB utilization of the system increases gradually. For the QL-SS, when the session generation rate of eMBB traffic is 1.2 sessions/s, the system utilizes around 78 % and 74 % of radio resources in uplink and downlink, respectively. Further improvements are obtained by the off-line RL followed by the QLH-SS as the system utilizes up to 91 % of radio resources in uplink and 96 % in downlink. This is due to the benefit from the unused capacity left from each slice. For PSS approach, the utilization is only about 69 % in uplink (i.e. QLH-SS achieves a relative gain of 32 %) and 76 % in downlink (i.e. QLH-SS achieves a relative gain of 20 %). In case of FSS, the utilization is only about 50 % of radio resources.
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Figure 3.5: Uplink RB utilization as a function of the eMBB session generation rate $\lambda_m$ (sessions/s).

Figure 3.6: Downlink RB utilization as a function of the eMBB session generation rate $\lambda_m$ (sessions/s).

In uplink (i.e. QLH-SS achieves a relative gain of 82%) and 39% in downlink (i.e. QLH-SS achieves a relative gain of 146%) when eMBB arrival rate is 1.2 sessions/s.
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Fig. 3.7 presents the cumulative distribution function (CDF) of overall resource pool utilization for uplink and sidelink transmissions at arrival rate of 1.2 sessions/s. The results show that our proposed QL-SS and QLH-SS approaches maintain high resource utilization and outperform the FSS and PSS reference schemes.

![CDF of the number of utilized Resource Blocks by both slices in uplink and sidelink.](image)

Figure 3.7: CDF of the number of utilized Resource Blocks by both slices in uplink and sidelink.

3.5.3.2 Performance in terms of Network Throughput

Figure 3.8 and Figure 3.9 depict the aggregate throughput delivered in Mbits/sec for both eMBB and V2X slices in the uplink (including both sidelink and uplink traffic) and downlink, respectively. The figures illustrate the behavior of the proposed solutions and the reference schemes. Here, we can observe that the proposed QL-SS and QLH-SS approaches outperform the references scheme. In the case of the QLH-SS, the maximum throughput for both services is about 136 Mb/s in uplink and 148 Mb/s in downlink, when the eMBB arrival rate is 1.2 sessions/s. In turn, the QL-SS achieved a maximum throughput of 118 Mb/s and 98 Mb/s in uplink and downlink respectively.
As shown by the results, the PSS approach achieved maximum throughput of 112 Mb/s in uplink (i.e. QLH-SS achieves a relative gain of 21%) and 94 Mb/s in downlink (i.e. QLH-SS achieves a relative gain of 57%). Whereas in case of the PSS, the maximum throughput is only 74 Mb/s in uplink (i.e. QLH-SS achieves a relative gain of 83%) and 60 Mb/s in downlink (i.e. QLH-SS achieves a relative gain of 146%). The reason for this behavior is that, as the number of eMBB sessions increases, requiring more radio resources, the QLH-SS ensures more RBs and achieves a higher utilization for radio resources than the reference schemes. Therefore, these RBs can be used to transmit data, while in the reference approaches there are no more available RBs for use in data transmissions.

**Figure 3.8**: Aggregated throughput experienced by both slices in uplink (including uplink and sidelink traffic) as a function of the eMBB session generation rate $\lambda_m$ (sessions/s).

Figure 3.10 presents the CDF of the aggregate throughput achieved by the eMBB and V2X slices for both uplink and sidelink transmissions. As shown by the results, the proposed QLH-SS maintains a higher throughput than the PSS and FSS reference schemes. Specifically, the QLH-SS achieves up to 143 Mb/s with probability of 95% while the PSS achieves 100 Mb/s and the FSS achieves only 80 Mb/s. This evaluation demonstrates the capability of the proposed schemes to utilize more RBs in order to achieve high data rate.
Figure 3.9: Aggregated throughput experienced by both slices in Downlink as a function of the eMBB session generation rate $\lambda m$ (sessions/s).

Figure 3.10: CDF of Aggregated throughput experienced by both slices in uplink and sidelink.

3.5.3.3 Performance in terms of Outage Probability

In Figure 3.11, we investigate the probability of having outage due to the lack of radio resources at a certain point of time. The outage probability of QL-SS, QLH-SS, PSS, and FSS schemes is
a certain point of time. The outage probability of QL-SS, QLH-SS, PSS, and FSS schemes is plotted against the eMBB session arrival rate $\lambda_m$. As shown in the figure, increasing the traffic load leads to an increase in the outage probability. It can be also noted that our proposed QL-SS and QLH-SS schemes can substantially reduce the outage probability compared to the PSS and FSS reference schemes.

![Figure 3.11](image_url)

**Figure 3.11:** Outage probability as a function of the eMBB session generation rate $\lambda_m$ (sessions/s).

### 3.5.3.4 Performance in terms of Latency

Figure 3.12 depicts the average latency for V2X service caused by channel access delay and the transmission delay. We can clearly observe that when vehicle arrival rate $\lambda_v$ is increased, more vehicles will use the network and request RBs to be used for the transmissions. This causes an increase in the waiting time and therefore increases the latency. We notice that the proposed QL-SS and QLH-SS reduces the latency compared to the PSS and FSS references schemes. For the QL-SS, when the packet arrival rate of V2X traffic is 10 packets/s, the average latency around 0.28s. Further improvements are obtained by the QLH-SS as the latency only about 0.13s. For the PSS approach,
the latency is 0.31s. In case of FSS, the latency is about 0.39s. This is due to the fact that the proposed solution guarantees higher availability of resources avoiding outage situations.

![Figure 3.12: Average Latency as a function of the V2X UEs vehicle arrival rate $\lambda_v$ (vehicles/s).](image)

3.5.4 Action Selection Probability

This section intends to analyse the behavior of the Q-learning scheme when selecting the different actions. For that purpose, Figure 3.13 presents the time for convergence, as a function of the number of actions. It is measured as the number of simulated time steps of 0.1s in the execution of the offline RL until reaching convergence. From Figure 3.13, it is clearly observed that, as the number of actions increases, the number of time steps needed by the RL algorithm to converge also increases. This is because the system will try and explore more actions before converging to the selected one. Figure 3.14 and Figure 3.15 show two examples with the evolution of the probability of selecting each action $a_{k,x}$ in uplink and downlink, respectively. In the conducted simulations, the Q-learning approach with $\tau = 0.1$ is considered to control the tradeoff between exploration and exploitation in the learning mechanism.
Figure 3.13: Convergence time as a function of Number of Actions.

Figure 3.14: Selection probabilities $P(a_k,UL)$ for the Uplink
As can be seen in Figure 3.14, at the beginning of the simulation, the proposed reinforcement learning starts to check different actions in order to choose the actions that yield most long-term reward. For the uplink, action $a_{3,UL}$, corresponding to $\alpha_{1,UL} = 0.15$ and $\alpha_{2,UL} = 0.85$, begins to increase and after some iterations and at approximately $t = 18000$ time steps, it is selected with probability close to 1 as the best action for determining the radio resources to each slice in uplink. Similarly, it can be seen in Fig. 3.15 that for the downlink, action $a_{1,DL}$, corresponding to $\alpha_{1,DL} = 0.05$ and $\alpha_{2,DL} = 0.95$, is selected as the best option. This occurs at approximately $t = 6000$ time steps.

![Selection probabilities P($a_k,DL$) for the Downlink.](image)

### 3.6 Concluding Remarks

In this chapter, we have investigated the problem of how to split the radio resources between multiple RAN slices in a scenario with V2X and eMBB services involving uplink, downlink and sidelink (for direct V2V) communications. We have proposed a new RAN slicing strategy based on an off-line
reinforcement learning followed by a low-complexity heuristic approach to determine the split of resources assigned to the eMBB and V2X slices.

Extensive simulations were conducted to validate and analyse the performance of our proposed solution, comparing it against two reference schemes and against the case with only the RL approach. Simulation results show the capability of the proposed algorithms to allocate the resources efficiently and improve the network performance in terms of resource utilization, throughput, latency and outage probability. Specifically, from the presented results, we notice that our proposed scheme including both the off-line Q-learning and the low-complexity heuristic approach outperforms the reference based on a distribution proportional to the traffic and the reference with fixed slicing ratio in terms of the achieved Resource Block Utilization with gains of up to 32% and 82%, respectively, in uplink. Results also demonstrated that bit rate improvements of up to 21% and 83% can be obtained in uplink with respect to the case with off-line Q-learning followed by a low-complexity approach compared to the reference with proportional approach and the reference with fixed slicing strategy, respectively. The proposed algorithms can reduce latency caused by channel access delay and the transmission delay for V2X communications (i.e. latency reductions of around 0.18s and 0.26s have been obtained with the proposed approach with respect to the reference based on a distribution proportional to the traffic and the reference with fixed slicing ratio, respectively). Moreover, the proposed algorithms can also reduce the outage probability that arises when increasing the traffic and thus the demands for RBs (i.e. proposed approach reduces the outage probability by around 0.16 and 0.32 with respect to the reference based on a distribution proportional to the traffic and the reference with fixed slicing ratio, respectively).
Chapter 4

Mode Selection for V2V communications in Cellular Networks

4.1 Introduction

SL communication underlying cellular networks is a new paradigm that has been proposed to enhance the performance of cellular networks and support V2X communications. Integration of SL in cellular network allows a UE to operate either in cellular mode, based on uplink/downlink communications, or sidelink mode, which enables vehicles to communicate directly with other vehicles in close proximity over the PC5 interface. By properly selecting the operating mode according to the requirements of V2X services, significant operational benefits and efficient utilization of the spectrum can be achieved. However, selecting the appropriate operating mode according to the requirements of V2V services becomes a challenging issue. In this respect, two different solutions for mode selection are proposed in this chapter for V2V communication over a cellular network. In the first solution, a novel mode selection strategy to decide when it is appropriate to use one or the other mode for the involved vehicles, taking into account the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, the available resources, and the network traffic load situation. Moreover, in order to achieve further improvements in the network performance (i.e., in terms of resource utilization, the latency of V2X services, achievable data rate, and outage probability), another mode selection and resource reuse strategy is proposed to select the appropriate mode of operation and decide the amount of resources to be allocated to V2V links in each mode. Different from the first mode
selection solution, the second mode selection strategy allows reusing RBs between different SL users, provided that the interference constraints are met.

The remainder of this chapter is organized as follows. Section 4.2 introduces the state of the art and summarizes the contributions of the chapter. Section 4.3 presents the system model along with the assumptions. Section 4.4 discusses the first mode selection solution that takes into account the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, and the available resources. In addition, the second mode selection strategy that exploits resource reuse is introduced in Section 4.4, along with the performance evaluation for the proposed strategies. Finally, conclusions are given in Section 4.5.

### 4.2 State of the Art and contributions

The widely deployed cellular network, assisted with device-to-device (D2D) communications, can provide a promising solution to support V2V communications. There have been different considerable works that have been presented to explore mode selection and resource optimization in direct Device-to-Device (D2D) communications taking into account the interference situation [66-72] when sharing the radio resources and the quality of the links for both cellular and D2D links [73-78]. In [66], joint mode selection, channel assignment and power control in D2D communications are investigated. They proposed low-complexity algorithms aiming at maximizing the overall system throughput while guaranteeing the signal-to noise-and-interference ratio of both D2D and cellular links according to different network loads. A holistic approach for D2D mode selection and interference alignment technique for interference management is proposed in [67]. Reference [68] proposed a joint D2D mode selection and resource allocation scheme in order to maximize the system sum rate while meeting the successive interference cancellation (SIC) decoding constraint. The authors of [69] investigated the joint mode selection and channel assignment in a cellular network with underlying D2D communications, where multiple D2D links may share the same channel. Meanwhile, the QoS requirements for both D2D links and cellular users are guaranteed, in terms of Signal-to-Interference-Plus-Noise Ratio (SINR). The authors in [70] proposed a scheduling algorithm to enable the eNB to perform joint scheduling on mode selection, radio resource allocation, and power coordination in D2D
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communication underlying cellular networks. A novel joint mode selection and channel resource allocation algorithms via the vertex coloring approach are proposed in [71]. Reference [72] proposed a network-assisted mode selection mechanism in a multi-cell scenario when taking into account the QoS requirements for cellular users and resource sharing as well as power optimization for D2D users. However, most of the existing solutions in the literature focused on maximizing the sum rate of all users [66], [68], [69], [71]. Whereas V2X services are event triggered or periodic, the size of Basic Safety Message (BSM) / CAM is usually small, so developing strategies to deliver the messages quickly, balancing the network load and offloading the network to avoid deterioration in the quality of services (QoS), and achieve significant system improvements in terms of resource consumption are important issues for V2X applications and need to be investigated to ensure that all the vehicles within the network will receive a high QoS evenly.

A new mode selection scheme for device-to-device (D2D)-enabled cellular communications with mobility based on an average threshold D2D distance between two given users is proposed and evaluated in [73]. In [74], a mode selection approach based on evolutionary game is proposed in UAV-aided vehicular network, and an evolutionarily stable strategy is obtained. Similarly, [75] proposed a mode selection strategy to determine the mode of operation and allow D2D pairs to flexibly reuse the radio resources of cellular users to improve the quality of D2D links. The authors in [76] studied the mode selection problems in a multi-mode and multi-pair D2D network, where the eNB can assign one of the three D2D communication modes including local route mode, direct D2D mode, and relay D2D mode. An online learning technique which leverages combinatorial multi-armed bandits (CMAB) is proposed in [77] to tackle the combinatorial nature of the mode selection and resource allocation (MS&RA). In turn, [78] proposed a dynamic mode selection and subchannel allocation for an orthogonal frequency-division multiple access (OFDMA) cellular network with D2D communications to minimize the average end-to-end delay performance under the dropping probability constraint. However the mode selection schemes in [73]–[78] are conducted for conventional D2D systems with users at slow mobility and not for V2X communications.

Based on all the above, the main contributions of this chapter are the proposal and analysis of different solutions for mode selection for V2V communication over the cellular networks. In the first solution, we propose a novel mode selection strategy that takes into account the quality of the
links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, the available resources, and the network traffic load situation. The proposed mode selection strategy is introduced in order to precisely achieve the following objectives: (i) minimizing the consumption of radio resources (ii) reducing the network traffic congestion, and (iii) ensuring a high quality of signal for all users in the network without causing significant harm to the cellular network.

In the second solution, a novel mode selection and resource reuse strategy to select the appropriate mode of operation and decide the amount of resource blocks (RBs) for V2V links in cellular and sidelink modes, where multiple V2V links may share the same radio resources. Such a strategy would be useful in order to face different challenges in terms of capacity, latency, reliability, and scalability caused by the increase in network size and demands for radio resources. Moreover, the impact of mode selection deployment on the performance of the underlying cellular network is extensively studied in this chapter via simulations.

4.3 System Model and Assumptions

The considered scenario assumes a cellular Next Generation Radio Access Network (NG-RAN) with different gNodeBs (gNBs) deployed along a highway. A roadside unit (RSU) supporting V2X communications is attached to each gNB. A flow of several independent vehicles move along a straight highway, as illustrated in Figure 4.1. The highway segment is divided into sub-segments (clusters) by sectioning the road into smaller zones according to the length of the road. It is assumed that each vehicle includes a User Equipment (UE) that enables communication with the UEs in the rest of vehicles in the same cluster. Clusters are numbered as \( j = 1, \ldots, C \), and the vehicles in the \( j \)-th cluster are numbered as \( i = 1, \ldots, V(j) \). We assume that V2V communication between vehicles can be performed either in cellular or in sidelink mode.

In cellular mode, each UE communicates with each other through the Uu interface in a two-hops transmission (i.e. uplink and downlink) via the gNB while in sidelink mode, direct V2V communications can be established over the PC5 interface. We introduce an indicator \( \alpha_j \) to reflect the operation mode of the \( j \)-th cluster, so that \( \alpha_j = 1 \) if vehicles within the cluster operate in sidelink
Figure 4.1: System model of the cellular network with sidelink V2V.

mode and $\alpha_j = 0$ if they operate in cellular mode. We assume that, when sidelink transmissions are utilized, every member vehicle can multicast the V2V packets directly to multiple member vehicles of the same cluster $1 \leq i \leq V(j)$ using one-to-many technology.

Concerning the V2V clustering, key benefits of this concept when it is integrated into the cellular system are:

- By dividing the network into clusters, the consumption of the resources will be reduced especially when the density of the network is high. Vehicles have to exchange a high number of messages and therefore they create additional traffic data and consume a high quantity of resources especially when each member vehicle needs to communicate with the gNB directly [79].

- Guaranteeing the required latency and reliability for V2X services is challenging. The requirement for V2X communication on high reliability is congruent with the proximity gain provided by the sidelink and partitioning devices into groups (clusters) is necessary to achieve the proximity. Sidelink clustering concept is considered to reduce the latency, especially in the cases when the gNB is far away from the vehicles. If the transmitting vehicles transmit the safety messages to other members, it is feasible to mimic the scheduled transmissions in a cell and improve the system efficiency [80].

- Using clustering based location (i.e., by grouping the vehicles into clusters based on location), the same radio resources of V2V links within a cluster in SL can be reused by
other V2V links within other clusters in SL without interfering with each other, and this will significantly improve system capacity, spectral efficiency. Flexible and inflexible cells clustering-based interference mitigation schemes are summarized in [81,82].

The vehicles in the highway are assumed to enter the cell coverage following a Poisson process with arrival rate $\lambda_v$. The association between clusters and vehicles is managed and maintained by the RSU based on different metrics (e.g., position, direction, speed and link quality) through a periodic exchange of status information. The number of available RBs in UL and DL are denoted as $N_{UL}$, $N_{DL}$, respectively. Regarding the radio resources for V2V in uplink and sidelink, we assume that, like in LTE, the sidelink RBs are a subset of the uplink RBs and all clusters in SL get the resource blocks from UL resource blocks.

4.4 Mode Selection Strategies

In this section, we present two different novel mode selection strategies to decide when it is appropriate to use one or the other mode for V2V-enabled cellular networks. In the first strategy, referred to as mode selection based signal strategy (MSBS) we consider a mode selection algorithm takes into account the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, and the available resources. In addition, in order to achieve further improvements in the use of resources, latency, and congestion, another novel mode selection strategy that exploits resource reuse is introduced, where multiple V2V links may share the same radio resources. This second strategy is referred to as mode selection and RBs reuse strategy (MS-RBRS).

4.4.1 Mode Selection based Signal Strategy (MSBS)

4.4.1.1 Description of the MSBS Strategy

In this section, we introduce the key steps for the proposed mode selection based signal strategy (MSBS) in detail. The proposed strategy operates periodically in time windows of duration $T$ and
is detailed in the pseudo-code of Algorithm 4.1. The proposed strategy assumes that cluster $j$ is working in mode $a_j$ at a given time window, and the algorithm determines the mode for the next time window. To make this decision, the proposed mode selection strategy considers the following conditions for cluster $j$:

1- It must ensure high signal quality by connecting V2V links to the mode with better signal-to-interference plus-noise ratios (SINRs). Let $\gamma_{j,i}^{\text{UL}}(t)$ and $\gamma_{j,i}^{\text{DL}}(t)$ denote the measured SINR for the $i$-th vehicle in the uplink and downlink of cellular mode, respectively, and $\gamma_{j,i,i'}^{\text{SL}}$ the SINR in the sidelink between the $i$-th and the $i'$-th vehicles of the $j$-th cluster. Each vehicle transmits the information about the received SINR from the gNB and other transmitting vehicles respectively to the gNB. Then, the average SINR for each cluster of vehicles is computed for each mode of operation and compared to each other (lines 4, 5).

The average SINR for all the UEs in uplink and downlink transmissions within each cluster in a time window $T$ can be statistically estimated as follows:

$$
\bar{\gamma}_j^x = \frac{1}{TV(j)} \sum_{i=1}^{TV(j)} \gamma_{j,i}^x(t)
$$

where $x \in \{\text{UL}, \text{DL}\}$. As for the sidelink mode, since multicast technology is utilized to transmit the packets from vehicle $i$ to other vehicles within the cluster for $1 \leq i' \leq \text{V}(j)$, $i' \neq i$, the average of SINR for all the UEs within cluster $j$ in a time window $T$ is calculated as:

$$
\bar{\gamma}_j^{\text{SL}} = \frac{1}{TV(j) \cdot (V(j)-1)} \sum_{i=1}^{TV(j)} \sum_{i'=1}^{V(j)} \sum_{i' 
eq i} \gamma_{j,i,i'}^{\text{SL}}(t)
$$

2- The V2V links to be established in sidelink or cellular must ensure that the amount of required RBs by cluster $j$ is less than the number of RBs available for the mode in which the vehicles are to be switched and operated. i.e., for every $j \in C$, the following condition is checked (lines 6, 10):
Algorithm 4.1: MSBS Algorithm

1. Inputs:
   \( N_{UL}, N_{DL} \): Number of RBs in UL and DL.
   \( C \): number of clusters.
   \( V(j) \): vehicles in cluster \( j \),
2. Initialization: \( \rho^x(t) = 0 \)
3. For each cluster \( j \in C \)
4. Compute the average value of \( \bar{\gamma}_j^{UL}, \bar{\gamma}_j^{DL}, \bar{\gamma}_j^{SL} \) among all vehicles within cluster \( j \) using eqs. (4.1) and (4.2);
5. If \( \text{Min} \left( \bar{\gamma}_j^{UL}, \bar{\gamma}_j^{DL} \right) \geq \bar{\gamma}_j^{SL} \)
6. If \( \Gamma_j^{x} = N_x - \rho^x \) [check that the required RBs by cluster \( j \) are available in each link \( x \in \{UL, DL\} \)]
7. \( \alpha_j = 0 \) [cluster \( j \) operates in cellular mode]
8. \( \rho^x = \rho^x + \Gamma_j^{x} \)
9. \( \rho^x = \rho^x + \Gamma_j^{x} \)
10. Else If \( \Gamma_j^{SL} \leq N_{RB} - \rho^{UL} \) [check that the required RBs by cluster \( j \) are available in UL]
11. \( \alpha_j = 1 \) [cluster \( j \) operates in sidelink mode]
12. \( \rho^x = \rho^x + \Gamma_j^{SL} \)
13. End
14. Else
15. \( \alpha_j = 1 \) [cluster \( j \) operates in sidelink mode]
16. \( \rho^x = \rho^x + \Gamma_j^{SL} \)
17. End
18. End
19. Output: \( \alpha_j, j=1,..,C \)

\[ \Gamma_j^{x} < N_x - \rho^x(t) \]  \hspace{1cm} (4.3)

where \( N_x \) is total the number of RBs in the link \( x \in \{UL,DL\} \). \( \rho^x \) is the total number of RBs that have been allocated to link \( x \in \{UL,DL,SL\} \) and determined by algorithm 4.1 (lines 8,9,12,16). The
average is measured over time window $T$. $\Gamma_{j}^{x}$ is the average number of required RBs from V2X users in cluster j in UL, DL and SL over the time window $T$, given by:

$$\Gamma_{j}^{x} = \frac{\sum_{t=0}^{T} \sum_{i=1}^{V(j)} m(j,i,t) \cdot S_m}{T \cdot SP_{eff,x} \cdot B \cdot T}$$

where $x$ denotes the type of link, i.e. $x \in \{UL, DL, SL\}$, $m(j,i,t)$ is the number of transmitted packets by the vehicles of the j-th cluster at each time $t$ within the time window $T$, and $SP_{eff,x}$ is the spectral efficiency associated to the modulation and coding scheme to be used in the $x$ link, $T_s$ is the symbol duration and $B$ the bandwidth per RB.

Based on the above conditions, the mode selection criterion is as follows: If the average values of SINR for both uplink and downlink in the j-th cluster are higher than the average value of sidelink SINR, (i.e. $\min(\overrightarrow{\gamma}_{j}^{UL}, \overrightarrow{\gamma}_{j}^{DL}) > \overrightarrow{\gamma}_{j}^{SL}$), and the number of available RBs in each link $x \in [UL, DL]$ is higher than the RBs required by V2V links within the cluster, then it is switched to the cellular mode, otherwise the cluster will stay in sidelink mode as lines (5-17) show.

### 4.4.1.2 Performance Evaluation for MSBS

In order to demonstrate the feasibility of the proposed mode selection algorithm, a single cell is simulated in MATLAB. All relevant system and simulation parameters are summarized in Table 4.1.

The main characteristic of the proposed MSBS strategy is to reduce the channel congestion due to an increase in demands for the RBs and achieve an efficient usage of the available RBs at the cell. Then, in order to get a vision and check the behavior of the algorithm, different performance metrics such as offered load, required RBs, and traffic congestion are evaluated. The MSBS strategy is compared against a reference scheme in which the vehicles always operate in sidelink mode.
### Table 4.1: System Parameters used in the Simulation of MSBS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of RBs per cell</td>
<td>100 RBs</td>
</tr>
<tr>
<td></td>
<td>For uplink pool</td>
</tr>
<tr>
<td></td>
<td>50% for sidelink transmission (sidelink mode)</td>
</tr>
<tr>
<td></td>
<td>50% for uplink transmission (cellular mode)</td>
</tr>
<tr>
<td></td>
<td>100 RBs for downlink broadcast (cellular mode)</td>
</tr>
<tr>
<td>Number of lanes</td>
<td>3 in one direction (one is considered in the freeway)</td>
</tr>
<tr>
<td>Length of the street</td>
<td>Freeway length = 1 Km</td>
</tr>
<tr>
<td>Lane width</td>
<td>4 m</td>
</tr>
<tr>
<td>Size of cluster</td>
<td>250m</td>
</tr>
<tr>
<td>Number of clusters</td>
<td>4</td>
</tr>
<tr>
<td>Vehicular UE height</td>
<td>1.5m</td>
</tr>
<tr>
<td>Packet size (Sm)</td>
<td>{300, 800, 1200} bytes</td>
</tr>
<tr>
<td>Packet generation rate</td>
<td>1 [packets/s]</td>
</tr>
<tr>
<td>Path loss model</td>
<td>The path loss and the LOS probability for cellular mode are modeled as in [63]. In sidelink mode, all V2V links are modeled based on freeway case (WINNER+B1) with hexagonal layout [ITU-R] [64].</td>
</tr>
<tr>
<td>Spectral efficiency model to map SINR.</td>
<td>Model in section A.1 of [65]. The maximum spectral efficiency is 4.4 b/s/Hz.</td>
</tr>
<tr>
<td>Base station antenna gain</td>
<td>5 dB</td>
</tr>
<tr>
<td>Shadowing standard deviation</td>
<td>3 dB in LOS and 4 dB in NLOS.</td>
</tr>
<tr>
<td>Transmitted power per RB</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Frequency</td>
<td>5.9 GHz</td>
</tr>
<tr>
<td>Time window T</td>
<td>3s</td>
</tr>
<tr>
<td>vehicle speed</td>
<td>80 Km/h</td>
</tr>
<tr>
<td>vehicle arrival rate ((\lambda_v))</td>
<td>Poisson model. Different average values considered in the simulations to simulate different loads.</td>
</tr>
</tbody>
</table>

Figure 4.2 depicts the data traffic load delivered in Kbits/sec for the sidelink communications with the MSBS strategy and with the reference scheme. The figure illustrates with three lines the behavior for different packet sizes \(S_m\) (300, 800, and 1200) bytes. Here, we can clearly observe that when vehicle arrival rate \(\lambda_v\) is increased, more vehicles will use the network and request RBs to be used for the transmissions. For all the assumed arrival rates under consideration, the figure shows that there is a marked decrease in data traffic load for sidelink direct V2V system with respect to the reference scheme. This occurs because, with the MSBS strategy, some users switch
Figure 4.2: Network Traffic Load for sidelink V2V communications as a function of the vehicle arrival rate $\lambda_v$ (vehicles/s).

to operate and send the safety information through the cellular mode instead of through the sidelink mode. Figure 4.3 presents the RB utilisation for the sidelink (i.e. the number of used RBs normalized to the number of total available RBs for the SL). It shows that the MSBS strategy is able to reduce resource consumption. In the MSBS strategy, the required RBs for SL transmission are reduced when the arrival rate and thus the number of vehicles transmitting packets is reduced and when the packet sizes are small. By switching the vehicles who receive a high SINR from the gNB to operate in cellular mode, we keep some proportion of RBs to be utilized by the vehicles that do not receive a good quality of service from the gNB and are able to operate in SL mode only. From Figure 4.3, it is observed that our MSBS strategy saves up to 20% of the SL resources with respect to the reference scheme. This turns into an increase in the RB utilisation for cellular mode in both UL and DL, as shown in Figure 4.4 and Figure 4.5, respectively. Hence, the MSBS strategy ensures that all the vehicles within the network will receive a high QoS evenly, offloading the network and avoiding the outage of service due to the lack of resources. From Figure 4.4, it is observed that the maximum RB utilization in the uplink is about 48% when the vehicles arrival rate is 5 vehicles/s and the packet size is 1200 bytes, while for downlink transmission (see Figure 4.5), the maximum RB utilization is only about 24% when the vehicles arrival rate is 5 vehicles/s.
and the packet size is 1200 bytes. It is worth mentioning that Figure 4.4 and Figure 4.5 only depict the case of the MSBS strategy because with the reference scheme there are no vehicles transmitting in cellular mode.

**Figure 4.3:** Utilization of Resource Blocks in sidelink mode as a function of the vehicle arrival rate $\lambda_v$ (vehicles/s).

**Figure 4.4:** Resource Blocks Utilization for uplink transmissions as a function of the vehicle arrival rate $\lambda_v$ (vehicles/s)
Another relevant aspect is that the MSBS strategy can reduce the network traffic congestion result due to the increase in demands for the RBs. This is observed in Figure 4.6, which depicts

**Figure 4.5**: Resource Blocks Utilization for downlink transmissions as a function of the vehicle arrival rate $\lambda_v$ (vehicles/s)

**Figure 4.6**: Probability of Outage in Sidelink as a function of the vehicle arrival rate $\lambda v$ (vehicles/s)
the probability of outage (i.e. the probability that there are not sufficient RBs to serve all the transmission requests). Results are presented for packet size 1200 bytes. It is observed that the MSBS strategy can substantially reduce the outage probability in relation to the reference scheme.

4.4.2 Mode selection based RBs reuse strategy (MS-RBRS)

4.4.2.1 Description of the MS-RBRS Algorithm

This section considers a mode selection and RBs reuse strategy (MS-RBRS), in which the system keeps track of the performance of both modes, i.e. SL and CL, for each cluster in terms of the received signal and the availability of resources. The MS-RBRS strategy operates periodically in time windows of duration $T$ and is detailed in the pseudo-code of Algorithm 4.2. Like in the MSBS approach, we assume an indicator $\alpha_j$ to reflect the operation mode of the $j$-th cluster, so that $\alpha_j = 1$ if vehicles within the cluster operate in sidelink mode and $\alpha_j = 0$ if they operate in cellular mode. The MS-RBRS strategy assumes that cluster $j$ is working in mode $\alpha_j$ at a given time window, and the algorithm determines the mode for the next time window.

In the MS-RBRS strategy, three different aspects are considered:

First, it must ensure that the amount of required RBs that vehicles will need to transmit their packets is less than the number of available RBs in the network that are allocated for the mode in which the vehicles are to be switched and operated.

Second, ensure reliable connection by switching all the vehicles within the cluster to be served by the mode that has a higher link quality. In this algorithm, each vehicle transmits the information about the received SINR from the gNB and other transmitting vehicles respectively to the gNB. Then, the average SINR for each cluster of vehicles is computed for each mode of operation and compared to each other (lines 4, 5). The average SINR for all the UEs in sidelink, uplink, and downlink transmissions within each cluster in a time window $T$ can be statistically estimated based on (4.1) and (4.2).

Third, in order for the V2V links within cluster $j$ in SL mode to reuse other radio resources used by other V2V links in cluster $k=1,\ldots,C$, $k \neq j$ operating in SL mode (cluster $k$ with $\alpha_k = 1$), it must
be ensured that the SINR between cluster j and cluster k is higher than a threshold, i.e. $\gamma_{j,k} > \gamma_{TH}$. Since the positions of the transmitters and receivers will change dynamically, in order to compute the SINR between cluster j and cluster k on a long-term basis that is valid for any condition, let us assume the worst case situation between any i transmitter of cluster j and any receiver of cluster k (i.e., the vehicles positions that lead to lowest SINR). The worst case positions are denoted as WP1 and WP2 and shown in Figure. 4.7. Based on this, the SINR between cluster j and cluster k, $\gamma_{j,k}$ is calculated as follows:

$$\gamma_{j,k} = \frac{P_T G_j G_R}{L_{j,k} \cdot (P_n + I_{j,k})} \quad (4.4)$$

where $P_T$ is the transmitted power in one RB, $G_T$ is the antenna gain of the transmitter, $G_R$ is the antenna gain of the receiver, $L_{j,k}$ is the path loss at distance $d_{j,k}$, and $P_n$ is the power of the additive white Gaussian noise (AWGN). $I_{j,k}$ is the interference power received by the interfered receiver of cluster j from the interferer transmitter of cluster k in the worst case positions WP1 and WP2.

**Figure 4.7:** The worst case positions WP1 and WP2 for sidelink V2V.

Based on the above conditions, the mode selection criterion in Algorithm 4.2 is as follows: If the average values of SINR for both uplink and downlink in the j-th cluster are higher than the average value of SINR for SL (i.e. $\min(\bar{\gamma}_{j}^{UL}, \bar{\gamma}_{j}^{DL}) > \bar{\gamma}_{j}^{SL}$), the algorithm will move on to check that there are sufficient physical resources to be used for serving the V2V links in cellular mode before taking the decision for switching(lines 5,6). If one of the conditions is not satisfied, the cluster will stay in sidelink mode ($\alpha_i=1$) (lines 11,14). Besides, when there are no more available RBs left for data transmissions, the algorithm allows users of cluster j to reuse the resources of V2V links within
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Algorithm 4.2: MS-RBRS Algorithm

1. Inputs:
   - $N_x$: Number of RBs in the link $x \in \{UL, DL\}$.
   - $C$: number of clusters.
   - $V(j)$: vehicles in cluster $j$,
2. Initialization: $\rho^\alpha(t) = 0$
3. For each cluster $j \in C$
4. Compute the average value of $\bar{\gamma}_j^{UL}, \bar{\gamma}_j^{DL}, \bar{\gamma}_j^{SL}$ among all vehicles within cluster $j$ using eqs. (4.1) and (4.2);
5. If $\text{Min} \left( \bar{\gamma}_j^{UL}, \bar{\gamma}_j^{DL} \right) \geq \bar{\gamma}_j^{SL}$
   6. If $\Gamma_j^x \leq N_x - \rho^x$ [check that the required RBs by cluster $j$ are available in each link $x \in \{UL, DL\}$]
      7. $\alpha_j = 0$ [cluster $j$ operates in cellular mode]
      8. $\rho^{UL} = \rho^{UL} + \Gamma_j^{UL}$
      9. $\rho^{DL} = \rho^{DL} + \Gamma_j^{DL}$
6. Else If $\Gamma_j^{SL} \leq N_{UL} - \rho^{UL}$ [check that the required RBs by cluster $j$ are available in UL]
   7. $\alpha_j = 1$ [cluster $j$ operates in sidelink mode]
   8. $\rho^{SL} = \rho^{SL} + \Gamma_j^{SL}$
   10. Else [Check for RBs reuse in SL]
       11. $\alpha_j = 1$ [cluster $j$ operates in SL mode]
       12. Find the cluster $k$ with Max $d_{j,k}$
       13. Compute $\gamma_{j,k}$ between the worst-case positions in clusters $k$ and $j$
       14. If $\gamma_{j,k} \geq \gamma_{th}$
          15. RBs can be reused in both clusters in SL
       16. Else
          18. RBs cannot be reused in both clusters in SL
       21. End
22. End
23. Else
24. Repeat steps 10 - 22
25. End
26. End
27. Output: $\alpha_j$, Number of RBs for UL = $\rho^{UL}$, Number of RBs for SL = $\rho^{SL}$, $j=1,..,C$
cluster \( k \), where \( k \) refers to the cluster with maximum distance \( d_{j,k} \) from cluster \( j \), if the minimum requirement of the SINR (i.e., \( \gamma_{j,k} > \gamma_{TH} \)) is met. Otherwise, the system will be in outage.

### 4.4.2.2 Performance Evaluation for MS-RBRS

Our simulation model is based on two cells respectively configured at two gNBs. Each cell has a channel organized in 80 RBs for UL and 80 RBs for DL. Each RB is composed by 12 subcarriers with subcarrier separation \( \Delta f = 30 \text{ kHz} \), which corresponds to one of the 5G NR numerologies defined in [62]. The model considers vehicular UEs communicating through cellular mode (uplink / downlink) and via sidelink (direct V2V). The users move along a 2-lane highway and are assumed to enter the cell coverage following a Poisson process with arrival rate (\( \lambda_v \)). All relevant system and simulation parameters are summarized in Table 4.2. The presented evaluation results intend to assess and illustrate the performance of the MS-RBRS strategy in terms of latency, packet success rate and RB utilization. As reference for comparison, we assume the MSBS strategy of subsection 4.4.1 that takes into account only the quality of the links and the available resources with no RBs reuse.

Figure 4.8 depicts the throughput delivered in Kbits/sec for V2X service aggregated for sidelink and uplink in each cell. The figure illustrates the behavior of the MS-RBRS strategy and the MSBS scheme. Results are presented for different vehicle arrival rates and packet sizes. Here, we can observe that the MS-RBRS strategy outperforms the MSBS strategy in terms of throughput. The MS-RBRS strategy achieved maximum in uplink when the vehicle arrival rate (\( \lambda_v \)) is 8 vehicles/s and the packet size is 1200 bytes. For the MSBS scheme, the maximum throughput is only 402 Kb/s in uplink (i.e. MS-RBRS strategy achieves a relative gain of 12 %). The reasons are two-fold. First, when the vehicle arrival rate \( \lambda_v \) of V2X UEs is increased, more users will use the network and this will increase the number of V2X packets and request more RBs to be used in transmissions. Second, as the number of V2X packets increases, requiring more radio resources, the proposed solution ensures more RBs which can be used to transmit data by taking advantage from the reuse of RBs for other SL V2V links that meet the interference requirements, while the MSBS strategy provides a lower number of available RBs to be used in data transmissions.

In Figure 4.9, we investigate the probability of having outage (i.e. the probability that there are no sufficient RBs to serve all the transmission requests) at a certain point of time. The outage probability
of the MS-RBRS strategy and MSBS strategy are plotted against the V2X packet generation rate $\lambda_v$. we can clearly observe that increasing the traffic load leads to an increase in the outage probability of service. It can be also noted that the MS-RBRS strategy can substantially reduce the probability of having outage (i.e. MS-RBRS reduces the probability of having outage from 0.32 to 0.26 compared to MSSB scheme, when the vehicle arrival rate is 8 vehicles/s and the packet size is 1200 bytes.

### Table 4.2: System Parameters used in the Simulation of MS-RBRS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius</td>
<td>500m</td>
</tr>
<tr>
<td>Number of RBs per cell</td>
<td>$N_{UL}^v = 80$ RBs</td>
</tr>
<tr>
<td></td>
<td>$N_{DL}^v = 80$ RBs</td>
</tr>
<tr>
<td>Frequency</td>
<td>5.9GHz</td>
</tr>
<tr>
<td>$\Delta f$</td>
<td>30 kHz</td>
</tr>
<tr>
<td>Path loss model</td>
<td>The path loss and the LOS probability for cellular mode are modeled as in [63]. In sidelink mode, all V2V links are modeled based on freeway case (WINNER+B1) with hexagonal layout [ITU-R] [64].</td>
</tr>
<tr>
<td>height of the gNB</td>
<td>10m</td>
</tr>
<tr>
<td>Base station receiver noise figure</td>
<td>9 dB</td>
</tr>
<tr>
<td>Spectral efficiency model to map SINR.</td>
<td>Model in section A.1 of [65]. The maximum spectral efficiency is 1 b/s/Hz.</td>
</tr>
<tr>
<td>Shadowing standard deviation</td>
<td>3 dB in LOS and 4 dB in NLOS.</td>
</tr>
<tr>
<td>Base station antenna gain</td>
<td>5 dB</td>
</tr>
<tr>
<td>Length of the highway</td>
<td>3Km</td>
</tr>
<tr>
<td>Number of lanes</td>
<td>2 in one direction</td>
</tr>
<tr>
<td>Lane width</td>
<td>4 m</td>
</tr>
<tr>
<td>Size of clusters</td>
<td>12 per cell</td>
</tr>
<tr>
<td>Size of cluster</td>
<td>250</td>
</tr>
<tr>
<td>Vehicular UE height</td>
<td>1.5m</td>
</tr>
<tr>
<td>Transmitted power per RB</td>
<td>23 dBm</td>
</tr>
<tr>
<td>UE antenna gain</td>
<td>3 dB</td>
</tr>
<tr>
<td>vehicle speed</td>
<td>80 Km/h</td>
</tr>
<tr>
<td>UE Noise power $P_n$</td>
<td>-114</td>
</tr>
<tr>
<td>Vehicle arrival rate $\lambda_v$</td>
<td>Varied from 1 to 8 vehicles/s</td>
</tr>
<tr>
<td>Packet arrival rate $\lambda_a$</td>
<td>1 packets/s</td>
</tr>
<tr>
<td>packet size (Sm)</td>
<td>{300, 800, 1200} bytes</td>
</tr>
<tr>
<td>TTI duration (Ts)</td>
<td>0.5ms</td>
</tr>
<tr>
<td>Time window T</td>
<td>3s</td>
</tr>
<tr>
<td>$\gamma_{TH}$</td>
<td>14 dB</td>
</tr>
</tbody>
</table>
Chapter 4. Mode Selection for V2V communications in Cellular Networks

**Figure 4.8:** Aggregated UL and SL throughput as a function of the V2X UE arrival rate $\lambda_v$ (vehicles/s).

**Figure 4.9:** Outage probability vs V2X UE arrival rate $\lambda_v$ (vehicles/s).
bytes). This is because the proposed solution guarantees more resources to avoid outage.

Figure 4.10 illustrates the average latency for V2X service caused by channel access delay and the transmission delay. Latency is measured as the time spent by a packet in the system, from the time it is generated until it has been transmitted. We can clearly observe from Figure 4.10 that the average latency increases for all the approaches when vehicle arrival rate ($\lambda_v$) is increased because more vehicles will use the network and request more RBs to be used for the transmissions. This causes an increase in the waiting time and therefore increases the latency. From the presented results, we notice that the proposed solution reduces the latency compared to MSBS strategy. Specially, the average latency for all the approaches increases as $\lambda_v$ increases. Figure 4.10 presents the RB utilization for V2X service in the UL in each cell as a function of the packet generation rate ($\lambda_v$) for V2X users. The figure shows that there is a marked increase in RBs utilization for all the approaches when vehicle arrival rate ($\lambda_v$) is increased. The figure shows that MS-RBRS strategy maintains the same RBs utilization as the MSSB strategy in different load scenarios. This is because the proposed approach does not allocate additional RBs to serve the traffic and improve the performance in terms of throughput, probability of outage, and latency, but reuses other radio resources used by other SL V2V links that meet the interference requirements.

Figure 4.10: Average Latency vs V2X UE arrival rate $\lambda_v$ (vehicles/s).
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Figure 4.11: Uplink RB utilization as a function of the V2X UE arrival rate $\lambda_v$ (vehicles/s).

4.5 Concluding Remarks

In this chapter, we have highlighted the main challenges related to the mode selection problem of V2V communication. We have considered different scenarios in which the V2V communications can be performed using: i) direct V2V communication that allows a UE at a vehicle to communicate directly to other UEs in close proximity over the PC5 interface, and ii) cellular mode uses the Uu interface with a two-hop transmission via a base station, i.e. involving UL and DL transmission. In order to face different challenges in terms of the use of radio resources, system throughput and the latency while guaranteeing the signal-to noise-and-interference ratio in both sidelink and cellular links, we have proposed two novel mode selection strategies. In the first strategy, we consider a mode selection algorithm takes into account the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, and the available resources. In addition, in order to achieve further improvements in the use of resources, latency, and congestion, another novel mode selection strategy that exploits resource reuse is introduced, where multiple V2V links may share the same radio resources. The performance of the proposed approaches has been
extensively studied via simulations to demonstrate the capability to improve the system performance for V2V communication in terms of RB utilization, throughput, latency of V2X services, and probability of outage. Our simulation results have shown that substantial gains can be achieved with the proposed mode selection strategies. The conducted simulations have revealed first that the MSBS strategy is beneficial in terms of radio resource utilization and congestion comparing to the reference scheme in which all UEs work in sidelink mode. More specifically, when the vehicle arrival rate ($\lambda_v$) is 5 vehicles/s and the packet size is 1200 bytes, the MSBS strategy offers gains of up to 28% in terms of Resource Block utilization. Additionally, the proposed approach reduces the probability of outage in relation to the reference scheme by around 0.12% when the vehicle arrival rate ($\lambda_v$) is 6 vehicles/s and the packet size is 1200 bytes.

From the presented results, we also notice that further improvements are obtained by the MS-RBRS strategy in terms of the throughput (i.e. MS-RBRS strategy achieves a relative gain of 12% compared to the MSBS strategy). Moreover, results have also demonstrated an improvement in the latency (i.e. MS-RBRS strategy achieves a relative gain of up to 17% compared to the MSBS when the vehicle arrival rate ($\lambda_v$) is 8 vehicles/s and the packet size is 1200 bytes) and in the probability of having outage (i.e. the MS-RBRS strategy achieves a relative gain of up to 9% compared to the MSBS when the vehicle arrival rate ($\lambda_v$) is 8 vehicles/s and the packet size is 1200 bytes).
Chapter 5

Joint Mode Selection and Radio Resource Allocation Strategy for V2X Services in 5G Networks

5.1 Introduction

V2V communication is envisioned as one of the most promising enablers for intelligent transportation systems (ITSs) [13]. V2X safety services aim at reducing the risk of traffic accidents. In this regard, ETSI has standardized two safety messages: CAM and DENM [31, 32]. V2X service is extremely sensitive to latency, because the latency is directly related to driving safety.

According to [36], a wide range of V2X use cases such as cooperative collision avoidance and cooperative sensing require the exchange of planned trajectories in 10 ms with very high reliability (>99%) especially, in urban environments. As discussed in chapter 2, LTE-V2X is introduced to meet the requirements of V2X [12]. In turn, 5G V2X, is introduced to address more advanced use cases such as Cooperative collision avoidance, lane merging, and platooning, which have more stringent requirements [14]. NR V2X provides further enhancements to support the stringent latency and reliability requirements for V2X use cases by supporting mini-interval scheduling, where UEs can start their transmissions at any of the 14 OFDM symbols and can occupy any number of OFDM symbols within the slot [14]. In addition to the benefits of mode selection discussed in chapter 1, an efficient radio resource scheduling for V2V systems that takes advantage of both centralized and distributed scheduling strategies will be beneficial in order to face various
challenges and achieve further improvements in terms of capacity, latency, reliability, and scalability caused by the increase in network size and demands for radio resources.

According to current LTE standards, V2V services can be supported in the SL through two different options, V2V-centralized scheduling and V2V-distributed scheduling [21]. In centralized scheduling, the base station (i.e., the eNB in case of LTE or the gNB in case of future 5G NR) selects and schedules the exact resources to be used by the different sidelink transmissions. In distributed scheduling, UEs autonomously select the radio resources for sidelink transmission from a specific pool of resources indicated by the base station. For this purpose, UEs use a sensing-based semi-persistent scheduling (SPS). However, selecting the appropriate operating mode and the radio resource allocation strategy according to the requirements of V2V communications becomes a challenging issue. In this respect, we propose a novel solution for the resource allocation problem including jointly mode selection and radio resource scheduling with the objective of minimizing the probability of exceeding the maximum delay under the constraint of satisfying the reliability requirement for the V2V communications.

Regarding the mode selection, we propose a novel mode selection strategy to select the appropriate mode of operation. Different from the MSBS strategy proposed in subsection 4.4, in addition to the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, and the available resources, the mode selection proposed in this chapter taking into account the end to end latency. Moreover, the proposed mode selection strategy also decides the appropriate radio resource allocation scheme for the V2V communications. As for the resource allocation, we propose a centralized and a distributed scheduling strategy for cellular and sidelink modes, respectively.

The rest of the chapter is organized as follows. Section 5.2 covers the state of art and contributions. In Section 5.3, we present the system model and study the resource allocation problem including jointly mode selection and radio resource scheduling. To solve the problem, section 5.4 provides a solution for mode selection and radio resource allocation. The proposed solution composes three novel algorithms for mode selection, centralized resource allocation, and distributed resource allocation for V2X networks. Section 5.5 presents the performance evaluation followed by the conclusions in Section 5.6.
5.2 State of the Art and contributions

In the recent literature, there have been different studies carried out to investigate the mode selection and radio resource allocation for vehicular communications, as discussed in the following.

Different device-to-device (D2D) communication mode selection and resource optimization algorithms are proposed in [66, 83-85] taking into account the quality of the links for both cellular and D2D links and the interference situation when sharing the radio resources. In [86], a dynamic mode selection and subchannel allocation for an orthogonal frequency-division multiple access (OFDMA) cellular network with D2D communications is introduced to minimize the average end-to-end delay performance under the dropping probability constraint. A mode selection and resource optimization strategy based on channel probability statistical characteristics in the 5G communication network is proposed in [87] to maximize the total throughput of the system and reduce the communication interference between the users.

In relation to radio resource allocation for V2V communications, different works proposed solutions for the centralized approach, in which a central controller within the base station makes decisions for each vehicle based on, e.g. channel state information (CSI). In [88], a heuristic approach has been proposed to solve the optimization problem of the radio resource management for D2D-based V2V communication by converting the requirements for reliability and latency of vehicle communications to optimization constraints. In [89], a resource allocation and spectrum sharing scheme has been designed according to various requirements for different types of links, i.e., high capacity for vehicle to-infrastructure (V2I) links and ultra-reliability for V2V links. Some of the existing solutions for centralized approaches are based on the slowly varying large-scale fading information [88] and the sum V2I ergodic capacity is optimized with V2V reliability guaranteed [89]. However, the main challenge of these approaches is the need for the D2D CSI at the base station level which suffers from a trade-off between the large amount of overhead to collect global information (i.e. especially in scenarios where the channels vary rapidly with time) and the imperfect knowledge of the channels states [22] - [25].

Reference [90] proposed an algorithm that uses graph partitioning tools to divide highly interfering V2V links into different clusters before formulating the spectrum sharing problem in order to maximize the sum V2I capacity while guaranteeing the reliability of all V2V links. The radio resource management (RRM) for V2X services based on D2D communication where both V2V and
V2I communications coexist is investigated in [91]. They proposed an efficient resource allocation and power control for V2X communications algorithm that aims at maximizing the sum rate for V2I users and at guaranteeing the reliability and latency requirements for V2V users. In order to guarantee the latency and reliability requirements of vehicular users while maximizing the information rate of other cellular users, [92] proposed optimal schemes for the radio resource allocation, including power allocation, and modulation/coding selection for the V2V communications. In [93], the authors proposed an algorithm focused on network-controlled resource management based on the knowledge of the position of vehicles. A novel centralized time-division multiple access (TDMA)-based scheduling protocol for vehicular networks is proposed in [94]. They considered a roadside unit (RSU), as a central control unit that makes scheduling decisions based on collected individual information and the channel state information of the communication links within its communication coverage.

Reference [95] proposed a resource allocation scheme based on a network controlled direct V2V communication to adapt to the traffic model and service requirements of V2V. A Location-based Centralized Scheduling Algorithm (LB-CSA) and a Location-based Distributed Scheduling Algorithm (LB-DSA) for V2V broadcast services were proposed in [96] to improve resource utilization efficiency, delay, and controlling packet error rate at an acceptable level. An architecture design for a vehicular network involving both communications through cellular V2X and IEEE 802.11p and where the V2V links are controlled by the cellular eNB is proposed in [97]. In their proposed scheme, every vehicle periodically checks its packet lifetime and requests the cellular eNB to determine V2V links and allocate suitable channels to minimize the total latency. Reference [98] presents a graph-based resource allocation scheme for sidelink broadcast V2V communications, where vehicles and spectrum resources are represented by vertices whereas the edges represent the achievable rate in each resource based on the signal–to–interference–plus–noise ratio (SINR) that vehicles perceive.

Some other research studies have been carried out in the context of decentralized resource allocation for V2V communications making use of different approaches such as matching game [99], reinforcement learning [100], or location-partition [101], where the most critical challenges are limited bandwidth, reliability and latency. Specifically, a novel proximity and quality-of-service-aware resource allocation framework for V2V communication is proposed in [99]. The proposed scheme incorporates the physical proximity and traffic demands of vehicles where V2V links are
clustered based on the positions of the vehicles and traffic load to minimize queuing latency and satisfy reliability requirement. A low-complexity outage-optimal distributed resource allocation mechanism for V2V communications based on deep reinforcement learning is introduced in [100]. In their proposed approach, each V2V link is supported by an autonomous agent, which makes decisions to find the optimal sub-band and power level for transmission without requiring or having to wait for global information to satisfy the stringent latency constraints on V2V links while minimizing the interference to V2I communications. A novel location-partition-based resource allocation scheme is proposed in [101] to improve the minimum achievable rate and satisfying the requirement that the interference generated by all V2V links is below a certain threshold.

From an analysis perspective, [102] presented a detailed analysis of the performance of LTE-V sidelink Mode 4, and introduced a modification to its distributed scheduling. The authors in [103] focus on autonomous V2V resource reselection schemes, which allow communications also in out-of-coverage areas. Similarly, [104] introduced a new approach to radio resource allocation for V2V in case of out-of-coverage areas that are delimited by network infrastructure based on collecting and predicting information such as vehicle velocity, density and message traffic, used by the network infrastructure to ensure the reliability of the V2V services. To deal with the new challenges in V2V communications, a decentralized resource allocation scheme has been designed by [100] that benefits from the users’ knowledge of their local D2D channel state to intelligently manage the spectrum access.

Despite the existence of the abovementioned works in the area of radio resource management, none of the above works has considered jointly the mode selection between sidelink and cellular modes and the radio resource scheduling taking into account the following three aspects together: the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, the available resources, and the end to end latency. This constitutes a novelty of this chapter. Another novelty of this chapter relies on the considered radio resource allocation solution using two radio resource allocation approaches: distributed radio resource allocation for sidelink mode and centralized radio resource allocation to achieve low latency allowing for transmission over a fraction of a slot, referred to as “mini-slot” transmission.

Based on all the above considerations, the key contributions of this work are summarized as follows:
• We formulate the resource allocation problem for V2V communications including mode selection and radio resource scheduling with the objective of minimizing the probability of exceeding the maximum delay under the constraint of satisfying the reliability requirement.

• To solve the resulting problem, we propose a novel mode selection to decide when it is appropriate to select sidelink mode and use a distributed approach for radio resource allocation or cellular mode and use a centralized radio resource allocation. The proposed mode selection strategy takes into account the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, the available resources, and the latency.

• A novel low-latency resource allocation strategy is proposed for V2V communications using two radio resource allocation approaches: distributed radio resource allocation for sidelink mode and centralized radio resource allocation for cellular mode. The proposed strategy supports dynamic assignments by allowing transmission over a fraction of a slot (i.e. mini-slot) in order to support a more efficient approach to achieve low latency and improve the system performance in terms of resource utilization and achievable data rate.

• The performance of the proposed approach is evaluated using extensive simulations to demonstrate its capability to perform an efficient allocation of resources among users in terms of latency, packet success rate and resource utilization. Simulation results show the effectiveness of the proposed schemes under different system parameters.

5.3 System Model and Problem Formulation

5.3.1 System Model

We consider a cellular network that consists of a straight highway covered by a gNB with one cell. The model assumes several independent vehicles moving along the highway divided into clusters (i.e., smaller zones according to the length of the road), as illustrated in Figure 4.1. We assume an indicator \( \alpha_j \) to reflect the operation mode of the j-th cluster (i.e., \( \alpha_j = 1 \) if vehicles within the cluster operate in sidelink mode, and \( \alpha_j = 0 \) if vehicles within the cluster operate in cellular mode).
vehicles in the highway are assumed to enter the cell coverage following a Poisson process with arrival rate $\lambda_v$ and move with speed of $v$ km/h. Each vehicle is assumed to generate packets randomly with rate $\lambda_a$ according to Poisson arrival model. The length of the packets is $S_m$. Each UE transmitter has a queue buffer to store packets waiting to be transmitted. In practice, we assume infinite maximum capacity for the queue and the packets move out of the queue only when they are transmitted to other vehicles. The notations used throughout this work are listed in Table 5.1.

5.3.2 Radio Resource Model

We assume that the cell operates with 5G NR technology using OFDMA access configured with a number of radio resources that are allocated in the time/frequency domains for uplink and downlink. In the frequency dimension, the cell bandwidth is divided into Resource Blocks (RBs) each one consisting of 12 contiguous subcarriers with subcarrier separation $\Delta f$ corresponding to one of the numerologies defined in [62]. The time domain is organized in time slots of 14 symbols, each one with duration $T_s = 1/\Delta f + T_{CP}$, where $T_{CP}$ is the cyclic prefix duration. The RB is the smallest resource allocation unit that we consider in our model and, in the time domain, it can be assigned in mini-slots to provide low latency payloads with an immediate start time without needing to wait for the start of a slot boundary. A mini-slot is defined as a number of consecutive symbols (i.e., 2, 4, or 7 symbols) [105]. The number of available RBs in downlink is denoted as $N_{DL}$. As for the uplink and the sidelink, and given that the use of sidelink in 5G has not been yet standardized in the current release 15, but it is still a subject under study in release 16 [15], we assume that, like in LTE, the sidelink RBs are a subset of the uplink RBs. Therefore, the total RBs of the uplink $N_{UL}$ are divided into two subsets, namely $N_{UL}^{UL}$, which corresponds to the set of UL RBs that are used for uplink transmissions between the UEs and the gNB, and $N_{UL}^{SL}$ which corresponds to the set of UL RBs used to support sidelink transmissions. To model the resource allocation, we assume a binary variable denoted by $u_{x,j,i,k,t}^x \in \{0, 1\}$, which indicates the assignment of the $k$-th RB of the set $x \in \{SL,UL,DL\}$, to the $i$-th UE in cluster $j$ at time $t$ (i.e., $u_{x,j,i,k,t}^x = 1$ whenever whenever the UE of vehicle $i$ is transmitting over RB $k$ from the radio resource pool of $x \in \{SL,UL,DL\}$, and $u_{x,j,i,k,t}^x$
\[ u^x_{j,k,t} = 0 \text{ otherwise).} \]

**TABLE 5.1: Summary of notations.**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{UL}, N_{DL} )</td>
<td>Set of UL, and DL RBs.</td>
</tr>
<tr>
<td>( u^x_{j,k,t} )</td>
<td>Indicates the assignment of the ( k )-th RB of the set ( x \in {\text{SL,UL,DL}} ), to the ( i )-th UE in cluster ( j ) at time ( t )</td>
</tr>
<tr>
<td>( m(j,i,t) )</td>
<td>The number of transmitted packets by the ( i )-th vehicle of the ( j )-th cluster at each time ( t ) within the time window ( T )</td>
</tr>
<tr>
<td>( S_{	ext{p}_{	ext{off},x}} )</td>
<td>The spectral efficiency associated to the modulation and coding scheme to be used in the ( x ) link, ( T_s ) The symbol duration.</td>
</tr>
<tr>
<td>( W_{u,j}^{\text{SL}} (I), W_{u,j}^{\text{CL}} (I) )</td>
<td>The latency of packet ( l ) of user ( i ) when the cluster ( j ) operates in sidelink (SL) and in cellular (CL) mode.</td>
</tr>
<tr>
<td>( W_{u,j}^{\text{UL}} (I), W_{u,j}^{\text{DL}} (I) )</td>
<td>The transmission delay and queueing delay the of the ( l )-th packet from UE ( i ) in the UL and DL buffers.</td>
</tr>
<tr>
<td>( W_{u,j}^{\text{UL}} (I), W_{u,j}^{\text{DL}} (I) )</td>
<td>The queueing delay the of the ( l )-th packet from UE ( i ) in the UL and DL buffers.</td>
</tr>
<tr>
<td>( a_j )</td>
<td>Indicator ( a_j ) to reflect the operation mode of the ( j )-th cluster</td>
</tr>
<tr>
<td>( N_{UL,j}, N_{DL,j} )</td>
<td>The total number of packets that have been transmitted in uplink and downlink by user ( i )</td>
</tr>
<tr>
<td>( \rho^x )</td>
<td>The total number of RBs that have been allocated to link ( x \in {\text{SL,UL,DL}} ).</td>
</tr>
<tr>
<td>( \Gamma_j )</td>
<td>The average number of required RBs from V2X users in cluster ( j ) in ( x \in {\text{SL,UL,DL}} ) over the time window ( T ).</td>
</tr>
<tr>
<td>( D(i,l) )</td>
<td>The remaining time for each packet ( l ) generated by vehicle ( i )</td>
</tr>
<tr>
<td>( \beta_x(i,l) )</td>
<td>The resources requested by user ( i ) to transmit packet ( l ) in link ( x \in {\text{SL,UL,DL}} )</td>
</tr>
<tr>
<td>( D_{TTI}(i,l) )</td>
<td>The size of TTI in link ( x \in {\text{SL,UL,DL}} ) for transmitting the ( l )-th packet of the ( i )-th user</td>
</tr>
<tr>
<td>( W_{th} )</td>
<td>The maximum acceptable latency</td>
</tr>
<tr>
<td>( T_{g}(i,l) )</td>
<td>The time when the packet ( l ) of user ( i ) was generated.</td>
</tr>
</tbody>
</table>
5.3.3 V2V Latency Model

In V2V communications, latency is considered as one of the most critical requirements rather than data rate. In our considered V2V scenario, the latency is mainly due to two types of delays, namely the queueing delay, and the transmission delay. The queueing delay is defined as the time that the \( l \)-th packet of the \( i \)-th UE waits in a queue until the time when the transmission starts. The queueing delay depends on different aspects such as the number of users that are multiplexed on the radio resources, the amount of generated packets, the size of packets, etc. The transmission delay is defined as the number of symbols (i.e., 2, 4, or 7 symbols) needed to transmit the packet and depends on the available resources, packet length, radio channel conditions, etc.

The total latency of the \( l \)-th packet of vehicle \( i \) in cluster \( j \) is defined as

\[
W_{j,i}^l(l) = \begin{cases} W_{j,i}^{SL}(l) & \alpha_j = 1 \\ W_{j,i}^{CL}(l) & \alpha_j = 0 \end{cases}
\]  

(5.1)

Where \( W_{j,i}^{SL}(l) \) and \( W_{j,i}^{CL}(l) \) denote the latency when the cluster operates in sidelink and in cellular mode, respectively. The computation of these terms is detailed in the following sub-sections.

5.3.3.1 Latency Model in the Sidelink Mode

The SL latency \( W_{j,i}^{SL}(l) \) is the time duration required for the vehicle \( i \) to transmit a packet \( l \) to other vehicles of its cluster \( j \) through the SL. It accounts for the queuing delay of the \( l \)-th packet in the buffer and the transmission delay, denoted respectively as \( W_{Q,j,i}^{SL}(l) \), and \( W_{T,j,i}^{SL}(l) \). Then:

\[
W_{j,i}^{SL}(l) = W_{Q,j,i}^{SL}(l) + W_{T,j,i}^{SL}(l)
\]  

(5.2)

where \( W_{Q,j,i}^{SL}(l) \) includes the time packet takes until the transmission is scheduled in SL, and the time from the moment that packet is scheduled to the beginning of the TTI decided for the SL transmission. The transmission time \( W_{T,j,i}^{SL}(l) \) is given by \( W_{T,j,i}^{SL} = S_n / R_{j,i}^{SL} \), where \( R_{j,i}^{SL} \) is the instantaneous data rate of user \( i \) within cluster \( j \) in sidelink.
5.3.3.2 Latency Model in the Cellular Mode

In UL/DL-based V2V operation, each UE $i$ in a cluster transmits the packets to the gNB through the uplink. Then, the gNB multicasts every packet to the other UEs of the cluster over the DL. Therefore, the latency of the $l$-th packet from UE $i$ in cellular (CL) mode, $W_{j,i}^{CL}(l)$, considers both the UL transmission latency $W_{j,i}^{UL}(l)$ and the DL transmission latency $W_{j,i}^{DL}(l)$.

Each UE $i$ maintains a queue for the uplink cellular transmissions. On the other hand, we assume that the gNB has different queues for each UE in the downlink. In this case, the transmitting UE should store the packet in the uplink queue until it can be sent to the gNB. Then, the gNB stores the packet it received from the UE in its downlink queue until it can multicast it to the other UEs. Then, let denote as $W_{Q,j,i}^{UL}(l)$, $W_{Q,j,i}^{DL}(l)$, and $W_{T,j,i}^{UL}(l)$ the UL queuing delay, the DL queuing delay, UL transmission delay and DL transmission delay, respectively, for the $i$-th UE of the $j$-th cluster. The end to end delay of each packet denoted as $W_{j,i}^{CL}(l)$, is defined as

$$W_{j,i}^{CL}(l) = \left( \frac{W_{Q,j,i}^{UL}(l)}{W_{j,i}^{UL}(l)} + W_{T,j,i}^{UL}(l) \right) + \left( \frac{W_{Q,j,i}^{DL}(l)}{W_{j,i}^{DL}(l)} + W_{T,j,i}^{DL}(l) \right)$$

The transmission time $W_{T,j,i}^{x}$ for each link $x \in \{UL, DL\}$ is given by $W_{T,j,i}^{x} = S_{x} / R_{j,i}^{x}$, $R_{j,i}^{x}$ is the instantaneous data rate for the transmission in the link $x \in \{UL,DL\}$.

5.3.4 Problem Formulation

The focus of this chapter to optimize the mode selection and resource allocation mechanisms in order to minimize the probability of exceeding the maximum delay under the constraint of satisfying the reliability requirement for V2V users. For this purpose, we intend to determine on the one hand the operation mode $\alpha_{j}$, i.e. cellular or sidelink, for each cluster $j \in C$ and, on the other hand, to determine the resource allocation $u_{j,i,k,i}^{x}$ to the different UEs in the cluster.
Based on the above, the optimization problem for the resource allocation is defined as follows:

\[
\min \alpha_j, u_{j,k,t} \Pr(W_{j,i}(l) > W_{th})
\]  
(5.4)

\[
\gamma(\alpha_j) \geq \gamma_{TH} \quad j=1,\ldots,C
\]  
(5.4a)

\[
\sum_k u_{j,k,t}^x \leq 1, \quad i \in V(j)
\]  
(5.4b)

\[
u_{j,k,t}^x \in \{0,1\}, \quad i \in V(j), \quad k \in K
\]  
(5.4c)

where \(W_{th}\) is the maximum acceptable latency. The reliability constraint is expressed in (5.4a) and intends to ensure that the average SINR for V2V links of \(j\)-th cluster in the \(\alpha_j\) mode, \(\gamma(\alpha_j)\), is larger than a predetermined threshold, \(\gamma_{TH}\). The average SINRs for V2V links of \(j\)-th cluster in the \(\alpha_j\) mode is defined as

\[
\gamma(\alpha_j) = \begin{cases} 
\min \left(\bar{\gamma}_{UL}^j, \bar{\gamma}_{DL}^j\right) & \alpha_j = 0 \\
\bar{\gamma}_{SL}^j & \alpha_j = 1 
\end{cases}
\]  
(5.5)

Then, constraint (5.4a) reflects that both average uplink and downlink SINRs, denoted respectively as \(\bar{\gamma}_{UL}^j\) and \(\bar{\gamma}_{DL}^j\), should be larger than \(\gamma_{TH}\) when the cluster \(j\) operates in cellular mode, and the average SINRs of sidelink, denoted as \(\bar{\gamma}_{SL}^j\), should be larger than \(\gamma_{TH}\) when cluster \(j\) operates in sidelink mode. The orthogonality of the resource allocation is represented by constraints (5.4b) and (5.4c), which means that sub-channel \(k\) is allocated to only user \(i\) at time \(t\).

### 5.4 Mode Selection and Radio Resource Allocation Strategy (MS-RRAS)

The problem in (5.4) with their constraints is a nonlinear optimization problem. Such an optimization
problem is generally hard to solve. Therefore, we propose to split the problem into two parts, as depicted in Figure 5.1. In the first part, we consider a mode selection strategy performed by a controller within the gNB responsible for determining the optimal mode of operation for each cluster \( j \in C \). Then, the second part is the radio resource allocation algorithm that performs the process of assigning RBs to the users based on the mode selected by the mode selection strategy of part 1. This runs as a centralized RB allocation at the gNB for the clusters in cellular mode and as a distributed RB allocation running at the users for the clusters in sidelink mode. A detailed description of both the dynamic mode selection and the low complexity heuristic centralized and distributed radio resource allocation solutions is given in sub-sections 5.4.1, and 5.4.2, respectively.

### 5.4.1 The proposed Mode Selection Algorithm

This chapter considers a mode selection approach, in which the controller keeps track of the performance of both modes, i.e. SL and CL, for each cluster in terms of the received signal, availability of resources and latency. Based on this, the algorithm decides the appropriate mode for each cluster and applies it in the real network. In order to assess the performance of the current mode of operation \( \alpha_j \) in cluster \( j \), the mode selection algorithm retrieves information from the environment. This information is denoted as \( \text{INF}(\alpha_j) \) in Figure 5.1, and includes the network characterization in terms of traffic generation, vehicle’s speed, required amount of resources for V2V links, the SINR received by each vehicle in the cluster and latency measurements of the different packets. Similarly, the mode selection also retrieves information from the RB allocation algorithm, denoted as \( \text{INF2} \) in Figure 5.1. This includes the available resources for each link \( x \in \{\text{UL,DL,SL}\} \) and radio channel conditions. In turn, in order to assess the performance of the mode of operation that is not being used (e.g. to assess the performance of CL mode when operating in SL mode, or the opposite), the mode selection algorithm retrieves information from a network model that simulates the behavior of the other mode in offline manner. This information is denoted as \( \text{INF}(\bar{\alpha}_j) \) in Figure 2, where \( (\bar{\alpha}_j = 1 - \alpha_j) \) denotes the opposite mode of operation to \( \alpha_j \). The network model is established to provide an accurate assessment and understanding of the system behavior. It is based on a network simulation that accounts for the road traffic, vehicle’s speed, position, traffic generation, etc., according to a given real network characteristic. \( \text{INF1} \) refers
to the configuration parameters of the network model. Specifically, INF1 provides information about \( \alpha_j \in \{0, 1\} \), number of clusters, size of each cluster, number of vehicles with each cluster, traffic generation, etc. The network model uses these parameters as input and generates the corresponding information about the performance of the mode \( \alpha_j \) as output, namely the required amount of resources for V2V links, the SINR received by each vehicle \( i \)-th in the cluster, and the latency measurements.

The mode selection algorithm operates periodically in time windows of duration \( T \) and is detailed in the pseudo-code of Algorithm 5.1. The proposed strategy assumes that cluster \( j \) is working in mode \( \alpha_j \) at a given time window, and the algorithm determines the mode for the next time window. To make this decision, the proposed mode selection strategy considers the following conditions for cluster \( j \):

- The cellular V2V links to be established must satisfy the SINR conditions. Specially, it must ensure that both uplink and downlink SINRs should be larger than the SL SINR, if the cluster \( j \)-th needs to be switched and operated in CL mode. The average SINR for all the UEs in sidelink, uplink, and downlink transmissions within each cluster in a time window \( T \) can be statistically estimated based on (4.1) and (4.2) of Chapter 4.
• The V2V links to be established in sidelink or cellular modes must ensure that the amount of required RBs by cluster $j$ is less than the number of RBs available for the mode in which the vehicles are to be switched and operated (i.e., eq. (4.3) of Chapter 4) must be satisfied (lines 13):

$$\sum_{i=1}^{V(j)} \frac{W_{j,i}^{UL}(l)}{N_{T,i}^{UL}} + \frac{W_{j,i}^{DL}(l)}{N_{T,i}^{DL}}$$

must be satisfied (lines 13): 

• The V2V links to be established in sidelink or cellular mode should satisfy the latency requirements $w_{thr}$. For this purpose, the average latencies in cellular and sidelink modes are computed (lines 7). The average latency for all the packets generated by vehicles within each cluster in cellular mode (UL and DL) denoted as $W_{j,c}^{cl}$ can be estimated as follows:

$$W_{j,c}^{cl} = \left( \frac{1}{V(j)} \sum_{i=1}^{V(j)} \frac{\sum_{l=1}^{N_{T,i}} W_{j,i}^{UL}(l)}{N_{T,i}^{UL}} + \frac{\sum_{l=1}^{N_{T,i}} W_{j,i}^{DL}(l)}{N_{T,i}^{DL}} \right)$$

where $N_{T,i}^{UL}$ and $N_{T,i}^{DL}$ are the total number of packets that have been transmitted in uplink and downlink respectively. Following similar considerations like in the cellular mode, the average latency for all the packets generated by vehicles within each cluster in sidelink mode denoted as $W_{j,s}^{sl}$ is given

$$W_{j,s}^{sl} = \left( \frac{1}{V(j)N_{T,i}^{SL}} \sum_{i=1}^{V(j)} \sum_{l=1}^{N_{T,i}} W_{j,i}^{SL}(l) \right)$$

Based on the above conditions, the mode selection criterion is as follows: If the average values of SINR for both uplink and downlink in the $j$-th cluster are higher than the average value of SINR for sidelink, (i.e. $\min(\tilde{\gamma}_j^{UL}, \tilde{\gamma}_j^{DL}) > \tilde{\gamma}_j^{SL}$) and value of threshold, $\gamma_m$, and the number of available
Algorithm 5.1: Mode Selection Strategy

1. Inputs:
   - \(N_{UL}, N_{DL}\): Number of RBs in UL and DL.
   - \(C\): number of clusters.
   - \(V(j)\): vehicles in cluster \(j\),
   - \(\text{INF}(\alpha_j), \text{INF}(\sigma_j), \text{INF1}, \text{INF2}\)

2. Output: \(\alpha_j, j=1,\ldots,C\)

3. Initialization: \(\rho(0) = 0\)

4. Iteration

5. for each cluster \(j \in C\)

6.   for each vehicle \(i \in V(j)\) within cluster \(j\) do

7.     Compute the \(W_{j,i}^{CL}(l), W_{j,i}^{SL}(l)\) for all packets generated by vehicle \(i\)

8.   End

9. Compute the average value of \(W_{j}^{CL} \& W_{j}^{SL}\) among all vehicles within cluster \(j\);

10. Compute the average value of \(\tilde{\gamma}_{j}^{UL}, \tilde{\gamma}_{j}^{DL}, \tilde{\gamma}_{j}^{SL}\) among all vehicles within cluster \(j\);

11. If \(\min\{\tilde{\gamma}_{j}^{UL}, \tilde{\gamma}_{j}^{DL}\} \geq \tilde{\gamma}_{j}^{SL}\)

12. If \(\min\{\tilde{\gamma}_{j}^{UL}, \tilde{\gamma}_{j}^{DL}\} \geq \gamma_{th}\)

13. If \(\Gamma^{i} \leq N_{x} - \rho^{i}\) [check that the required RBs by cluster \(j\) are available in each link \(x \in [\text{UL, DL}]\)]

14. If \(W_{j}^{CL} < W_{th}\)

15. \(\alpha_{j} = 0\) cluster \(j\) operates in cellular mode and use centralized radio resource allocation

16. \(\rho^{UL} = \rho^{UL} + \Gamma^{UL}\)

17. \(\rho^{DL} = \rho^{DL} + \Gamma^{DL}\)

18. Else

19. \(\alpha_{j} = 1\) cluster \(j\) operates in sidelink mode and use centralized radio resource allocation

20. \(\rho^{SL} = \rho^{SL} + \Gamma^{SL}\)

21. End

22. Else

23. Repeat steps 19-20

24. End

25. Else

26. Repeat steps 19-20

27. End

28. Else

29. Repeat steps 19-20

30. End

31. End
RBs for cellular users in UL and DL is higher than the RBs required by V2V links within the cluster (lines 11-13), the algorithm will move on to check if the average packet latency for all the vehicles within cluster j in cellular mode is less than threshold value $W_{th}$ (line 14). If this is the case, the corresponding vehicles within cluster j will be switched to operate in cellular mode ($\alpha_j=0$) (line 15). Otherwise the cluster will stay in sidelink mode ($\alpha_j=1$) (line 19).

5.4.2 Radio Resource Allocation Algorithms

In this section, we first present the radio resource allocation algorithm for V2V communications in cellular mode. We then introduce the key steps of the decentralized resource allocation mechanism in sidelink mode.

5.4.2.1 Centralized Radio Resource Allocation Algorithm for Cellular Mode.

In this section, we propose a heuristic centralized resource allocation scheme applicable when algorithm 5.1 selects the cellular mode for a cluster. In this approach, the uplink and downlink allocations are performed dynamically and orthogonal radio resources will be allocated to both links from the sets of $N_{UL}$ and $N_{DL}$ RBs to serve the uplink and downlink queues, respectively. It is assumed that two separate radio resource allocation algorithms are executed for the UL and the DL. For the uplink transmission, thanks to the Buffer Status reporting procedure, UEs can provide the serving gNB with the information about the amount of data available for transmission in their UL buffers to allow the scheduler to determine the amount of resources to grant to each UE.

As reflected by the constraint (5.4b) of the optimisation problem, a given RB in UL or DL can be allocated to, at most one user of the cell in cellular mode. The pseudo-code of the proposed radio resource allocation algorithm is shown in algorithm 5.2. The same algorithm is valid for UL and DL, represented by a generic link $x \in \{UL, DL\}$. The general idea is that, at the scheduling interval (i.e., symbol duration), the algorithm runs sequentially for the number of involved uplink and downlink transmissions in order to assign the RBs that provide the best channel conditions to the users with highest priority (i.e. the user with the more urgent packet). For this purpose, the algorithm calculates the remaining lifetime for each packet $l$ buffered in uplink or downlink queue respectively (lines 6-8) and allocates the best RB in terms of the channel quality to the packet with the with lowest
remaining life time from all queues (i.e., the packet $l$ with lowest remaining life time $D(i,l)$ will be scheduled first for transmission on the best RB in terms of the channel quality). The remaining life time for packet $l$ from the vehicle $i$ in cellular mode at time $t$ is calculated as:

$$D(i,l) = (W_{th} + T_g(i,l) - t)$$

(5.8)

where $T_g(i,l)$ is the time when the packet $l$ was generated. The proposed scheme supports a flexible structure for dynamic scheduling of users with different TTI sizes using mini-slots of 2, 4 or 7 symbols in accordance to each user requirements. For this purpose, the algorithm first needs to select the value of the TTI size, denoted as $D_{TTI}^x(i,l)$, and obtain $\beta_x(i,l)$ which denotes the resources requested by user $i$ to transmit packet $l$ and is defined as:

$$\beta_x(i,l) = \frac{S_m}{D_{TTI}^x(i,l) \cdot SP_{eff,x} \cdot B}$$

(5.9)

where $x$ denotes the type of link, i.e. $x \in \{UL,DL\}$.

The algorithm starts with the $D_{TTI}^x(i,l)$ equal to 2 symbols, and then computes the required RBs $\beta_x(i,l)$. If $\beta_x(i,l)$ is higher than the available resources, the algorithm will increase the TTI size until ensuring that all the resources requested by user $i$ are met or until reaching the maximum TTI size of 7 symbols (lines 10-20). The scheduled packet is moved out from the corresponding queue and the allocated radio resources in each time slot are subtracted from the available radio resources list (lines 22). This procedure continues until either there is no radio resource left or no packets are pending in the queue.

### 5.4.2.2 Distributed Radio Resource Allocation Algorithm for Sidelink Mode

In this section, the distributed radio resource allocation scheme used by UEs in sidelink mode is presented. The pseudo-code of the proposed distributed radio resource allocation algorithm is summarized in Algorithm 5.3. In the proposed scheme, each UE autonomously selects the radio
Algorithm 5.2: Centralized resource allocation Solution

1. Inputs:
   - $N_{UL}^e$: Number of RBs in UL
   - $\alpha_j$: Mode selected by the Control $\alpha_j \in \{0, 1\}$
   - $x \in \{UL, DL\}$

2. Iteration
3. for each cluster $j \in C$
4.   If $\alpha_j = 0$ { vehicles within cluster $j$ operate in cellular mode
5.     for each vehicle $i \in V(j)$ within cluster $j$ in cellular
6.         for each packet $l$ in the queue do
7.             Compute $D(i, l)$ for each packet generated by vehicle $i$ based on (5.8)
8.         End
9.     End
10. Set $D_{TTI}^x (i, l)$ to 2
11. Compute $\beta_x (i, l)$ based on (5.9)
12. If Available RBs within $D_{TTI}^x (i, l) \geq \beta_x (i, l)$
13.   Allocate RBs with best channel condition within $D_{TTI}^x (i, l)$ equal to 2 symbols
     vehicle $i$ with highest priority $(\text{Min} D(i, l))$
14. Else
15.   Set $D_{TTI}^x (i, l)$ to 4
16.   If Available RBs within $D_{TTI}^x (i, l) \geq \beta_x (i, l)$
17.     Allocate RBs with best channel condition within $D_m^x (i, l)$ equal to 4 symbols
     vehicle $i$ with highest priority $(\text{Min} D(i, l))$
18. Else
19.     Set $D_{TTI}^x (i, l)$ to 7
20.     Allocate RBs with best channel condition within $D_{TTI}^x (i, l)$ equal to 7 symbols
     to vehicle $i$ with highest priority $(\text{Min} D(i, l))$
21. End
22. Transmit packet $l$ from the queue of the $i$-th user in the $j$-th cluster
23. Remove packet $l$ from the queue.
24. End
resources for direct V2V transmission without interaction with the gNB. Like in the autonomous radio resources selection specified in [21, 34,106], the proposed scheme uses the sensing based resource selection (i.e., UE selects unused resources based on a short-term sensing) to determine suitable transmission opportunities, i.e. the number of symbols and RBs required for the transmission. Since there is no central coordinator for the resource scheduling, each UE monitors the resource usage by other UEs before selecting the resource for its V2V transmission. In the proposed strategy, each vehicle $i$ generates packet at time $T_g$ and reserves radio resources between $T_g$ and $T_g + \Delta_T$ where $\Delta_T$ is given by $\Delta_T = W_{i_0} - W'_{T_{R,j,i}} (l)$ in order to fulfil the latency threshold. This is called the selection window (Figure. 5.2). In order to effectively reserve radio resources for its transmission and guarantee that the reserved resources are not selected by other UEs to mitigate resource collision, each vehicle $i$ needs to send a reservation signal before the packet transmission (line 20). The reservation signal is transmitted at time $T_{res}$ in Figure. 5.2, while the packet is transmitted at time $T_{trans}$. The reservation signal includes the RBs to be reserved, the packet remaining lifetime, the modulation and coding scheme (MCS), and channel conditions. However, for ease of exposition, we focus on the selection of radio resources autonomously to discuss the algorithm in the following.

For cluster $j \in C$, in sidelink mode, each vehicle $i \in V(j)$ needs to autonomously select RBs from the available resources within the selection window and transmit the reservation signal. Based on the received information in the reservation signal, each vehicle estimates which RBs are free and which ones are to be used by vehicles with pending packets with lower remaining life time $D(i,l)$.
Algorithm 5.3: Distributed radio resource allocation

1. Inputs:
   \[ N_{\text{SL}}^n \]: Number of RBs in SL
   \[ \alpha_j \]: Current mode of cluster j \( \alpha_j \in \{0,1\} \)

2. If \( \alpha_j = 1 \) { UEs within cluster j operate in sidelink Mode}

3. for each packet \( l \) within queue of user \( i \) do

4. Compute \( D(i,l) \) for each packet generated by vehicle \( i \) based on (5.8)

5. End

6. Call sensing RBs {Sense all resources within the selection window based on short-term sensing}.

7. Find RBs that are not reserved by another UE with lower life time.

8. Set \( D_{\text{TII}}^x(i,l) \) to 2

9. Compute \( \beta_x(i,l) \) based on (5.10)

10. If Available RBs within \( D_{\text{TII}}^x(i,l) \geq \beta_x(i,l) \)

11. Allocate RBs with best channel condition within \( D_{\text{TII}}^x(i,l) \) equal to 2 symbols vehicle \( i \) with highest priority \( \text{Min}(D(i,l)) \)

12. Else

13. Set \( D_{\text{TII}}^x(i,l) \) to 4

14. If Available RBs within \( D_{\text{TII}}^x(i,l) \geq \beta_x(i,l) \)

15. Allocate RBs with best channel condition within \( D_{\text{TII}}^x(i,l) \) equal to 4 symbols vehicle \( i \) with highest priority \( \text{Min}(D(i,l)) \)

16. Else

17. Set \( D_{\text{TII}}^x(i,l) \) to 7

18. Allocate RBs with best channel condition within \( D_{\text{TII}}^x(i,l) \) equal to 7 symbols vehicle \( i \) with highest priority \( \text{Min}(D(i,l)) \)

19. End

20. Send the reservation signal to other UEs

21. Transmit packet \( l \) of UE \( i \)

22. Remove packet \( l \) from UE \( i \) queue

23. End
computed as in (5.8). Then, the best RB in terms of the channel quality will be reserved by the vehicle, $i$ to transmit the most urgent packet (i.e., the packet with lower life time) pending in the queue of vehicle $i$. For this purpose, the algorithm first needs to select the value of $D_{TTI}^{SL}(i,l)$ and obtain $\beta_{SL}(i,l)$, which are the RBs needed to transmit the packet $l$ of vehicle $i$ in SL. Like in the centralized approach, the proposed scheme supports a flexible structure for dynamic scheduling of users with different TTI sizes using mini-slots of 2, 4 or 7 symbols in accordance to each user requirements. The algorithm starts with the $D_{TTI}^{SL}(i,l)$ equal to 2, and then computes the required RBs $\beta_{SL}(i,l)$ as follows.

$$
\beta_{SL}(i,l) = \frac{S_{m}}{D_{TTI}^{SL}(i,l) \cdot S_{P_{eff,SL}} B}
$$

(5.10)

If $\beta_{SL}(i,l)$ is higher than the available resources, the algorithm will increase the TTI size until ensuring that all the resources requested by user $i$ are met or until reaching the maximum TTI size of 7 symbols (lines 8-19).

### 5.4.3 Performance Evaluation for MS-RRAS

In this section, we evaluate the performance of the proposed mode selection and radio resource allocation solution through system level simulations performed in MATLAB.

#### 5.4.3.1 Simulation Setup

Our simulation model is based on a gNB that supports a cell with a channel organized in 80 RBs for UL and 80 RBs for DL composed by 12 subcarriers with subcarrier separation $\Delta f = 30$ kHz, which corresponds to one of the 5G NR numerologies defined in [62]. The number of RBs in the UL is divided into $N_{RB}^{ul} = 40$ RBs for UL transmission (cellular mode) and $N_{RB}^{sl} = 40$ RBs for sidelink transmission. The model considers vehicular UEs communicating through cellular mode (uplink / downlink) and via sidelink (direct V2V). The users move along a 2-lane highway are assumed to
enter the cell coverage following a Poisson process with arrival rate ($\lambda_v$). The highway is divided clusters by sectioning the road into smaller zones according to the length of the road. All relevant system and simulation parameters are summarized in Table 5.2.

The presented evaluation results intend to assess and illustrate the performance of the proposed a mode selection and resource allocation solution in terms of latency, packet success rate and RB utilization.

5.4.3.2 Benchmark Techniques

For performance comparison, we consider the following approaches to compare with our proposed mode selection and resource allocation algorithm (MS-RRAS):

- **Signal-Based mode selection with fixed TTI (SMS-FTTI):** This technique considers the MSBS strategy discussed in Subsection 4.4. In addition, for the resource allocation, we assume that the radio resources are allocated over a fixed time slot (i.e., 7 symbols).

- **Signal-Based mode selection with dynamic TTI (SMS-DTTI):** In order to see the impact of the dynamic allocation of radio resources, we consider the MSBS strategy discussed in Subsection 4.4 and resource allocation policy similar to SMS-FTTI but that supports dynamic allocation of resources over a fraction of a slot (i.e., 2, 4, 7 symbols) and takes into account only the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode.

- **SL-Fixed TTI (SL-FTTI):** This is a reference scheme in which the vehicles always operate in sidelink mode. As for the resource allocation, we assume that the radio resources are allocated over a fixed time slot (i.e., 7 symbols).

- **SL-Dynamic TTI (SL-DTTI):** This reference scheme assumes that the vehicles always operate in sidelink mode, but supports dynamic allocation of radio resources over mini-slots, i.e. considering 2, 4 or 7 symbols.
TABLE 5.2: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius</td>
<td>1500m</td>
</tr>
<tr>
<td>Number of RBs per cell</td>
<td>( N_{UL} = 80 ) RBs [N_{SL} = 40 ) RBs [N_{DL} = 80 ) RBs</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.6 GHz</td>
</tr>
<tr>
<td>( \Delta f )</td>
<td>30 kHz</td>
</tr>
<tr>
<td>Path loss model</td>
<td>The path loss and the LOS probability for cellular mode are modeled as in [63]. In sidelink mode, all V2V links are modeled based on freeway case (WINNER+B1) [ITU-R] [64].</td>
</tr>
<tr>
<td>height of the gNB</td>
<td>10m</td>
</tr>
<tr>
<td>Spectral efficiency model to map SINR.</td>
<td>Model in section A.1 of [65]. The maximum spectral efficiency is 1 b/s/Hz.</td>
</tr>
<tr>
<td>Shadowing standard deviation</td>
<td>3 dB in LOS and 4 dB in NLOS.</td>
</tr>
<tr>
<td>Base station antenna gain</td>
<td>5 dB</td>
</tr>
<tr>
<td>Length of the highway</td>
<td>3Km</td>
</tr>
<tr>
<td>Number of lanes</td>
<td>2 in one direction</td>
</tr>
<tr>
<td>Lane width</td>
<td>4 m</td>
</tr>
<tr>
<td>Size of cluster</td>
<td>100, 200,300,400,600,1200m</td>
</tr>
<tr>
<td>Vehicular UE height</td>
<td>1.5m</td>
</tr>
<tr>
<td>vehicle speed</td>
<td>80 Km/h</td>
</tr>
<tr>
<td>Vehicle arrival rate ( \lambda_v )</td>
<td>Varied from 1 to 8 vehicles/s</td>
</tr>
<tr>
<td>Packet arrival rate ( \lambda_a )</td>
<td>1 packets/s</td>
</tr>
<tr>
<td>Message size (( S_m ))</td>
<td>800 bytes</td>
</tr>
<tr>
<td>TTI duration</td>
<td>2,4,7 symbols</td>
</tr>
<tr>
<td>Time window T</td>
<td>3s</td>
</tr>
<tr>
<td>( \gamma_m )</td>
<td>12 dB</td>
</tr>
<tr>
<td>( W_{th} )</td>
<td>30ms</td>
</tr>
</tbody>
</table>
5.4.3.3 Performance in terms of Latency

In this subsection, the performance of our proposed MS-RRAS in terms of the latency is compared with the reference benchmark schemes. Figure 5.3 illustrates the average latency for V2V service. We can infer from Figure 5.3 that the average latency increases for all the approaches when vehicle arrival rate ($\lambda_v$) is increased because more vehicles will use the network and request more RBs to be used for the transmissions. This causes an increase in the waiting time and therefore increases the latency. From the presented results, we notice that the MS-RRAS in this chapter reduces the latency compared to the reference schemes. For the MS-RRAS, the average latency is around 18.8ms when the vehicle arrival rate is 8 vehicles/s, while for the SMS-FTTI approach, the latency is about 27.24ms (i.e. MS-RRAS achieves a relative gain of 30 %).

![Figure 5.3: Average Latency as a function of the vehicle arrival rate $\lambda_v$ (vehicles/s).](image)

Similarly, in case of the SMS-DTTI, the latency is only about 23.14ms when the vehicle arrival rate is 8 vehicles/s (i.e. MS-RRAS achieves a relative gain of 18%) and for the SL-FTTI approach, the latency is about 37.15ms (i.e. MS-RRAS achieves a relative gain of 49%). In case of the SL-DTTI, the latency is only about 33.12ms (i.e. MS-RRAS achieves a relative gain of 43 %). The gains are
achieved because the proposed approach makes more efficient use of RBs. Thus it reduces the corresponding waiting time and the transmission delay.

Moreover, Figure 5.4 shows the effect of the cluster size on the latency by considering different cluster sizes at arrival rate of 6 vehicles/s. The figure illustrates the behavior of the MS-RRAS and the reference schemes. From Figure 5.4, we can see that the average latency increases for all the approaches when the cluster size increases (i.e., the distance between transmitter and receivers is increased). Here, we can observe that the MS-RRAS outperforms the reference schemes. For the MS-RRAS, when the cluster size is 200m, the average latency is around 8.7 ms. Instead, for the SMS-DTTI and SMS-FTTI reference approaches, the latency is 13.8ms and 18.76 ms, respectively. For the SL-DTTI and SL-FTTI strategies, the average latency is 23.8 ms and 27.2 ms, respectively.

![Figure 5.4: Average Latency as a function of the cluster size (m).](image)

In Figure 5.5, we investigate the probability of exceeding the maximum delay (i.e., \( W_{ij} > W_{TH} \)) against the vehicle arrival rate \( (\lambda_v) \). As shown in the figure, increasing the traffic load leads to an increase in the probability of exceeding the maximum delay because more vehicles will use the network and request more RBs to be used for the transmissions. This causes an increase in the waiting time and therefore increases the latency. It can be also noted that the MS-RRAS can substantially reduce the probability of exceeding the maximum delay compared to the reference schemes.
Figure 5.5: The probability of \( W_{j,k} > W_{th} \) as a function of the vehicle arrival rate \( \lambda_v \) (vehicles/s).

### 5.4.3.4 Performance in Terms of Packet Success Rate

In this subsection, the performance of the MS-RRAS is compared with the reference schemes in terms of packet success rate i.e. the number of packet delivered successfully normalized to the total number of packets that have been transmitted. Successful delivery means that packets are not erroneous and that they are delivered on time before the maximum threshold \( W_{th} \). Figure 5.6 illustrates the behavior of the MS-RRAS and the reference schemes. Here, we can clearly observe that the MS-RRAS maintains a higher packet success rate than the reference schemes. Specifically, the MS-RRAS delivers around 99% and 97% of packets successfully when vehicle arrival rate is 5 vehicles/s and 6 vehicles/s, respectively. For the SMS-DTTI reference approaches, packet success rate is only about 95% and 91%, when the vehicle arrival rate is 5 vehicles/s and 6 vehicles/s, respectively. In case of the SMS-FTTI approach, the packet success rate ratio is only about 93% and
87 %, respectively, when the vehicle arrival rate is 5 vehicles/s and 6 vehicles/s. For the SL-DTTI reference approach, packet success rate is only about 88% and 79 % when the vehicle arrival rate is 5 vehicles/s and 6 vehicles/s, respectively. While in case of the SL- FTTI reference approach, the packet success rate is only about is only about 80 % and 68 %, respectively, when the vehicle arrival rate is 5 vehicles/s and 6 vehicles/s.

![Figure 5.6: Packet success rate as a function of the vehicle arrival rate \( \lambda_v \) (vehicles/s.)](image)

The gains achieved result from a more efficient utilization of radio resources. In addition, the proposed approach maintains a higher quality of signal to satisfy the SINR threshold constraint that improves the packet success rate.

Figure 5.7 compares the performance of the MS-RRAS in terms of packet success rate against the SMS-DTTI, the SL-FTTI and SL-DTTI schemes for different cluster sizes. From the figure, we observe that the packet success rate decreases with the cluster size, because the channel gain of V2V links decreases when the cluster size increases. Again, the proposed scheme outperforms the reference schemes.
5.4.3.5 Performance in Terms of RBs Utilization

In this subsection, the performance of the MS-RRAS is compared with the reference schemes in terms of the obtained RB utilization, i.e. the number of used RBs normalized to the number of total available RBs, in UL and DL, respectively. Figure 5.8 and Figure 5.9 present the obtained RB utilization for UL and DL, as a function of the vehicle arrival rate ($\lambda_v$). Since SL and UL make use of the same set of RBs, the results included in Fig.5.8 refer to the total utilization by both links for V2V.

From the presented results, we notice that the proposed MS-RRAS maintains high resource utilization compared to the reference schemes in different load scenarios. For the MS-RRAS, when the vehicle arrival rate is 4 vehicles/s, the system utilizes around 88 % and 44 % of radio resources in uplink and downlink, respectively. For the SMS-DTTI reference approach, the utilization is about 69 % in uplink (i.e. MS-RRAS achieves a relative gain of 27%) and 34 % in downlink (i.e. MS-
RRAS achieves a relative gain of 29%). Similarly, in case of the SMS-FTTI, the utilization is only about 63% in uplink (i.e. MS-RRAS achieves a relative gain of 39%) and 31% in downlink (i.e. MS-RRAS achieves a relative gain of 41%). This is because the proposed strategy inherently tackles the network traffic load dynamics in each cluster of each cluster before making a selection decision (i.e., the MS-RRAS distributes the load on a balanced basis between the two modes). This leads to the effective use of resources and avoid lack of resources. In case of the SL-DTTI strategy, the utilization is only about 50% of radio resources in uplink (i.e. MS-RRAS achieves a relative gain of 76%) and 25% in downlink (i.e. MS-RRAS achieves a relative gain of 76%) when the vehicle arrival rate is 4 vehicles/s. While in case of the SL-FTTI strategy, the utilization is only about 42% of radio resources in uplink (i.e. MS-RRAS achieves a relative gain of 109%) and 21% in downlink (i.e. MS-RRAS achieves a relative gain of 109%) when the vehicle arrival rate is 4 vehicles/s. This is because in the SL-FTTI and SL-DTTI strategies all cluster will operate in SL mode and due to the limited available resources (i.e., 40 RBs), the SL will experience lack of resources.

![Figure 5.8](image.png)

**Figure 5.8:** Uplink RB utilization as a function of the vehicle arrival rate $\lambda_v$ (vehicles/s).
Figure 5.10 compares the performance of the MS-RRAS against the reference schemes in uplink for different cluster sizes at arrival rate of 6 vehicles/s. We notice that the obtained RB utilization decreases for all the approaches when cluster size is larger (i.e., the distance between transmitter and receivers is increased). This is because in the case of the MS-RRAS, as distance increases some clusters will remain in the same mode in which they operate because the minimum service requirements, i.e., acceptable delay and available radio resources, are not met in the other mode. While in SMS-DTTI and SMS-FTTI, as distance increases, more clusters will select cellular mode as a preferred mode of operation because a better signal will be received. This will lead to lack of resources as the total amount of resources for each mode should not exceed the total amount of available resources i.e., 40 RBs. Here, we can also observe that the proposed strategy outperforms the references schemes because the proposed approach not only takes into account the signal received, but also ensures that the required RBs by each cluster is less than the number of RBs available for the mode in which the vehicles are to be switched and operated. Specifically, in the MS-RRAS, when the size of cluster is 300m, the system utilizes around 82% of radio resources in uplink. In turn, in case of the SMS-FTTI and SMS-DTTI strategies, the utilization of radio resources in uplink is only about 60% and 66%, respectively (i.e. proposed approach achieves a relative gain of 0.36 and 24%, respectively). For the SL-FTTI and SL-DTTI reference approaches, the utilization
is only about 46% and 50% in uplink, respectively (i.e. proposed approach achieves a relative gain of 78% and 64%, respectively).

![Figure 5.10: Uplink RB utilization as a function of cluster size (m)](image)

**Figure 5.10**: Uplink RB utilization as a function of cluster size (m)

### 5.5 Concluding Remarks

In this chapter, we have proposed a novel mode selection strategy for V2V communications with the target of minimizing the probability of exceeding the maximum delay under the constraint of satisfying the reliability requirement. The proposed approach takes into account three different aspects: the quality of the links between V2V users in sidelink mode and between the base station and the vehicles in cellular mode, the available resources, and the latency. In addition, we have proposed two resource allocation strategies, one centralized for cellular mode and the other distributed for sidelink mode. The proposed approaches support dynamic allocation of radio resources over mini-slots.

Extensive simulations were conducted to validate and analyse the performance of our proposed solution. This strategy has been compared against reference approaches that consider only the quality
of the links and support allocation of radio resources over fixed time slots (i.e., SMS-FTTI) and over dynamic mini-slot durations (i.e., SMS-DTTI). In addition, the proposed strategy has been compared against other reference approaches in which the vehicles always operate in sidelink mode, considering also fixed (i.e. SL-FTTI) or dynamic (i.e. SL-DTTI) mini-slot durations. Simulation results have shown the capability of the proposed algorithms to allocate the resources efficiently and improve the network performance in terms of delay, packet success rate, and resource utilization. From the presented results, we notice that our proposed approach outperforms the reference schemes in terms of the latency (i.e. the proposed approach achieves a relative gain of up to 18% and 30% compared to the SMS-DTTI and SMS-FTTI reference approaches, respectively, and up to 43% and 49% compared to the SL-DTTI and SL-FTTI reference approaches, respectively). Moreover, results have also demonstrated an improvement in the packet success rate (e.g., packet success rate increases from 87%, 91%, 68% and 79% for SMS-FTTI, SMS-DTTI, SL-FTTI and SL-DTTI reference approaches, respectively, to 97% for the proposed approach, when the vehicle arrival rate is 6 vehicles/s).
Chapter 6

Conclusions and future work

In this chapter, the main contribution of the thesis is summarized and the derived conclusions are discussed in Section 6.1. Additionally, directions for future research on the topics studied in this thesis are presented in Section 6.2.

6.1 Conclusions

The integration of V2V communication into cellular networks is a promising solution for enhancing the performance of V2X in cellular systems. By allowing direct communication between the mobile users, we can offload base stations and improve performance metrics such as network coverage, end-to-end latency, energy consumption, and spectral efficiency. In this thesis, we addressed some of the challenges arising from the integration of V2V communication in cellular systems and validated the potential of this technology by providing appropriate resource management solutions. Our main contributions have been in the context of radio access network slicing, mode selection, and radio resource allocation mechanisms.

With regard to the first research direction that focuses on the RAN slicing management, presented in Chapter 3, a novel strategy based on offline Q-learning and softmax decision-making has been proposed as an enhanced solution to determine the adequate split of resources between a slice for eMBB communications and a slice for V2X. The adopted Q-Learning algorithm tracks all possible
actions’ (i.e. resource splits) the system can take through an exploration-exploitation process in order to select the appropriate one. Then, starting from the outcome of the off-line Q-learning algorithm, a low-complexity heuristic strategy has been proposed to allow balancing the trade-off between achieving a fine granularity when setting the slicing ratios and keeping a moderate number of actions in the RL algorithm that facilitates the convergence of the algorithm in a reduced time, and achieving further improvements in the use of resources. The proposed solution has been compared against proportional and fixed reference schemes. The extensive performance assessment have revealed the ability of the proposed algorithms to improve network performance compared to the reference schemes, especially in terms of resource utilization, throughput, latency and outage probability.

Regarding the second research direction that focuses on the mode selection, two different mode selection solutions referred to as MSSB and MS-RBRS strategies have been proposed in chapter 4 for V2V communication over a cellular network. The MSSB strategy decides when it is appropriate to use one or the other mode, i.e. sidelink or cellular, for the involved vehicles, taking into account the quality of the links between V2V users, the available resources, and the network traffic load situation. Moreover, the MS-RBRS strategy not only selects the appropriate mode of operation but also decides efficiently the amount of resources needed by V2V links in each mode and allows reusing RBs between different SL users while guaranteeing the minimum interference requirements. A simulation-based analysis has been presented to assess the performance of the proposed strategies. The conducted simulations have revealed that the MS-RBRS and MSSB strategies are beneficial in terms of throughput, radio resource utilization, outage probability and latency under different offered loads comparing to the reference scheme. Specifically, from the results presented in chapter 4, it has been obtained that further improvements can be obtained by the MS-RBRS strategy. This is because the proposed solution ensures more RBs which can be used to serve the V2V traffic by taking advantage from the reuse of RBs for other SL V2V links that meet the interference requirements.

Last, we have focused on the resource allocation problem including jointly mode selection and radio resource scheduling. For the mode selection, a novel mode selection has been presented to decide when it is appropriate to select sidelink mode and use a distributed approach for radio resource allocation or cellular mode and use a centralized radio resource allocation. It takes into account
three aspects: the quality of the links between V2V users, the available resources, and the latency. As for the radio resource allocation, the proposed approach includes a distributed radio resource allocation for sidelink mode and a centralized radio resource allocation for cellular mode. The proposed strategy supports dynamic assignments by allowing transmission over mini-slots. A simulation-based analysis has shown that the proposed strategies improved the network performance in terms of latency of V2V services, packet success rate and resource utilization under different network loads. The gains are achieved because the proposed solution makes more efficient use of RBs. Thus it reduces the corresponding waiting time and the transmission delay. In addition, the proposed solution maintains a higher quality of signal to satisfy the SINR threshold constraint that improves the packet success rate.

6.2 Directions for future work

The technical aspects of our contributions conducted in the context of this research open new horizons for future works. Some of the possible interesting directions for future research on the issues that our work has not yet covered are discussed as follows.

(i) Regarding the network slicing management, our study has focused on a RAN slicing framework based on an offline reinforcement learning followed by a low-complexity heuristic algorithm, which allocates radio resources to different slices (i.e., eMBB and V2X). An important extension is to consider more resource splits in order to optimally determine the most adequate one that improves the overall use of resources under the constraints of meeting the resource requirements for the users of different slices. In addition, Moreover, we focused only on the RAN slicing problem. It would be interesting to design practical network slicing strategies comprising both RAN and CN in the multi-cell with different dynamic traffic scenario.

(ii) Regarding the resource management including mode selection and radio resource allocation in V2V communication, we have focused on the V2V data exchange over cellular network. However, 5G will deploy existing and novel 3GPP (4G LTE, 5G NR)
and non-3GPP (e.g., IEEE 802.11) RATs. In the 5G V2X context, the usage of multiple RATs may boost V2I/V2N network throughput and capacity. Therefore, one interesting extension would be to develop mechanisms and procedures that allow optimized integration between different RATs in order to extend the cellular network coverage and capacity, and reduce latency, considering heterogeneous scheduling and traffic flow management with various traffic flows for V2X communication.

(iii) From the perspective of mobility management, given the heterogeneity and complexity of the 5G scenarios, it is vital to study the appropriate mobility management for different V2X scenarios. Indeed, there is a need to propose novel flexible and adaptive handover mechanisms (i.e., handovers between different access networks) for V2X communication to guarantee seamless handover in single and multi-RATs and fulfill the requirements for low latency and high reliability.

Concluding, this thesis has addressed some important issues of cellular V2X communications in relation to radio access network slicing, mode selection, and radio resource allocation. It should be noted that the concerns mentioned so far are indicative challenges that the new technologies pose in the upcoming V2X capabilities in cellular networks. The network slicing, mode selection, and radio resource allocation management strategies we have proposed in this thesis cannot claim to be absolute and unique solutions to the problems under study. Nevertheless, we believe that the presented strategies can be a valuable contribution to the improvement of V2X over cellular networks and that our study can provide insights towards the design of efficient resource management techniques that leverage the capabilities of the future cellular V2X networks and are able to ensure the provision of high-quality services to the end users.
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