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Abstract

Recently, growing availability of emerging wireless technologies has pushed the
demand to integrate different wireless-network technologies such as: wireless local-
area networks, cellular networks, and personal and short-range networks. The inter-
working of heterogeneous radio access networks poses many technical challenges,
with mobility management being one of the most important. In this paper we
survey the existing proposals and show that transport-layer mobility is a viable
candidate for implementing seamless handover in heterogeneous wireless access net-
works. Since the mobile Stream Control Transmission Protocol (mSCTP) is at the
core of most relevant transport-layer mobility schemes being currently studied, we
identify the key scenarios where the protocol can effectively leverage the multihom-
ing feature to enhance handover support. Moreover, to provide the reader with a
complete overview of the mSCTP’s application area, we also survey the situations
where the use of mSCTP-based schemes is not possible or has some limitations.
Then, in one of the identified key scenarios, we investigate several challenging open
issues related to path management and path-transition optimization by considering
bandwidth-estimation schemes and link-layer support. Finally, we consider intro-
ducing concurrent multipath transfer (CMT) into mSCTP-based mobility schemes,
as a future research direction.
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1 Introduction

The latest evolution and successful deployment of different wireless-network
technologies (such as wireless local area networks (WLAN), cellular, personal
and short-range) has spurred a strong demand to develop the framework
for co-existence of heterogeneous wireless networks within, so called fourth-
generation (4G) mobile data networks. According to [1], one of the most im-
portant technical challenges that the development of 4G networks poses is
to provide seamless mobility that can guarantee service continuity for multi-
mode mobile terminals like cellular phones, personal digital assistants (PDAs),
and notebook computers. Seamless mobility requires the deployment of inter-
system mobility management solutions, so that users and service providers are
kept aside as much as possible from the complexity of inter-networking wire-
less access networks. In this sense, the development of mobility-management
solutions over the Internet Protocol (IP) is a key aspect to achieve seamless
mobility between heterogeneous wireless access networks.

Earlier work [2] on mobility management in heterogeneous networks discussed
solutions affecting different layers of the IP stack. This paper, however, will
mainly focus on transport-layer handover schemes, as this topic has still not
been given enough attention in the research community. As the main con-
tribution of the paper, we identify the key scenarios and challenging issues
in handling seamless mobility at the transport layer in heterogeneous wire-
less access networks. Namely, we survey the scenarios where it is possible to
apply transport-layer solutions like the mobile Stream Control Transmission
Protocol (mSCTP) [3], having some benefits over other existing mobility solu-
tions, and the scenarios where it is not recommended. Specifically, multihom-
ing support is analyzed as the new protocol feature that lays the foundations
of transport-layer mobility. In this context, the key topics are supported by the
development of specific experiments on path management and path-transition
optimization. In particular, after an initial analysis to assess the suitability of
relying on the legacy SCTP failover mechanism to handle mobility, the use of
link-layer information and end-to-end bandwidth estimation are considered in
the protocol-optimization process.
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The rest of the paper is organized as follows: Section 2 introduces the details
of mobility management and provides the reader with an overview of the
existing mobility-management solutions, focusing on transport-layer schemes.
Section 3 is devoted to the description of mSCTP, a transport-layer protocol
that is at the core of the most relevant transport-layer mobility schemes, and to
the identification of mSCTP’s use for mobility management in heterogeneous
wireless networks. Then, the main issues identified are illustrated by a set of
experiments in Section 4. Finally, conclusions are drawn in Section 5.

2 Mobility management

2.1 Related work

In the near future, most Internet hosts will be mobile, so mobility should
be supported throughout the Internet. In this context, an open challenge is
the design of mobility management solutions that take full advantage of IP-
based technologies to achieve the desired mobility between the various access
technologies, and at the same time provide the necessary Quality of Service
(QoS) guarantees.

Mobility can be classified into terminal, personal, session and service mobility.
Terminal mobility is the ability of a mobile host (MH) to move between IP
subnets, while continuing to be reachable for incoming requests and main-
taining sessions across subnet changes. Personal mobility refers to the ability
of addressing a user that can be located at several terminals. Session mobil-
ity refers to maintaining a session when moving between terminals. Finally,
service mobility can be defined as the ability of users to maintain access to
their services even when moving and changing terminals or service providers.
Hereafter we concentrate on terminal mobility, since it is the foundation of
the analysis addressed in this paper.

Management of terminal mobility includes two fundamental operations: lo-
cation and handover management. According to [3], handover management
deals with all the necessary operations to change a MH’s point of attach-
ment (PoA) to the IP network, while maintaining the communication with
the correspondent node (CN). An IP-address change gives rise to challenges
for maintaining an uninterrupted data flow, minimizing packet loss, and main-
taining security. On the other hand, location management focuses on keeping
track of a MH’s current IP address, and providing this address to any entity
needing to communicate with the MH, while being transparent to its peers.

Many proposals aimed at solving the problem of terminal mobility manage-
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ment in heterogeneous wireless networks providing IP connectivity can be
found in the literature. A good survey on the current state of the art for
mobility management in next-generation all-IP-based wireless systems can be
found in [2]. Actually, the most representative mobility-management solution
are Mobile IP (MIP) [4] and Mobile IPv6 (MIPv6) [5]. Both MIP schemes are
usually classified as macro-mobility schemes, and are tailored to follow a MH’s
movement across different subnets within an Administrative Domain (AD), or
across different subnets belonging to different ADs. Yet, if the MH’s PoA is
changed frequently, the MIP tunneling mechanism may lead to unacceptable
network overhead in terms of increased delay, packet loss, and, especially, sig-
naling. In this context, so-called micro-mobility schemes, such as Hierarchical
Mobile IP (HMIP) [6], Cellular IP [7], Hawaii [8], and Fast Handoff [9], have
been proposed to handle the movement of a MN within or across different PoAs
in a subnet within an AD. A discussion of different micro-mobility protocols
can be found in [10].

Another interesting approach to mobility management is introduced by Yabusaki
et al. in [1]. The proposed solution advocates for the network itself to trans-
parently handle mobility for mobile terminals. Thus, Yabusaki et al. suggest
a network-centric solution to handle IP mobility in analogy with conventional
2G/3G networks, where mobility management has mainly been implemented
as network intelligence, a concept just opposite to the end-to-end intelligence
architectural principle of the Internet [11]. In this approach, IP addresses are
used separately as host addresses and routing addresses. Thus, a host address
is semi-permanently assigned to a MH and a routing address is temporarily
assigned to the MH when datagrams are delivered to it. Datagrams are sent
from a CN to a MH with the host address of the MH but then, within the
IP mobile network, datagrams are transported using the routing address gen-
erated from the host address. All in all, user terminals are unaware of this
rerouting management that is handled entirely in the network.

Handling mobility at the application layer has also received a lot of atten-
tion since a solution that is almost independent of the underlying wireless
or wired access technologies and network-layer elements can be envisaged. In
this context, the Session Initiation Protocol (SIP) [12] can be used for mobility
management. Thus, when a MH moves during an active session into a different
network, it first receives a new network address, and then sends a new session
invitation to the CN. Subsequent data packets are forwarded to the MH using
this new address. However, SIP by itself does not guarantee the maintenance
of established Transmission Control Protocol (TCP) sessions or User Data-
gram Protocol (UDP) port bindings when moving, so further extensions such
as S-SIP [13] are needed to provide seamless handover capabilities.

Besides network- and application-layer solutions, an important approach that
is gaining attention in the last years is the support of mobility management
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at the transport layer. A complete survey and classification of mobility man-
agement schemes at the transport layer can be found in [14]. Transport-layer-
based schemes enjoy several advantages such as inherent route optimization
(triangular routes never occur), no dependence on the concept of home net-
work or additional infrastructure beyond Dynamic Host Configuration Pro-
tocol (DHCP) [15] and Domain Name System (DNS) [16], the possibility of
smooth handovers if the mobile node has multiple interfaces, and the ability
to pause transmission during mobility-induced temporary disconnections [17].
Moreover, unlike network-layer schemes such as MIP, which make mobility
transparent to upper layers by increasing the burden and responsibility of the
Internet infrastructure, transport-layer schemes are based on an end-to-end
approach to mobility that attempts to keep the Internet infrastructure un-
changed by allowing the end-hosts to take care of mobility. It is also essential
to point out the main inconvenience caused by the dominant role of well-
established transport-layer protocols, like TCP. Therefore, most of the pro-
posed transport-layer schemes require significant modifications of pre-existing
protocol stacks.

Eddy, in [17], provides a comprehensive discussion on pros and cons of handling
mobility management at different stack layers, concluding that transport-layer
mobility schemes best fit the requirements of today’s IP-based services, and
that there should be more inter-layer communication to avoid conflicts and
inefficiencies.

2.2 Transport-layer mobility

According to [3], transport-layer mobility is handled by the transport layers
of the connection endpoints so that it is transparent to application-layer pro-
tocols not using IP addresses in their messages. A mobility-enabled transport
protocol supports an IP-address change on the underlying network layer, while
keeping the end-to-end connection alive. To achieve that, the MH first obtains
a new IP address, then tells the CN — using the established transport-layer
connection — that it is now reachable by the new IP address. Technically
speaking, transport protocol adds the newly assigned IP address to the exist-
ing connection identifying the new connection to the server. To enable easy
distinction of the different links at the MH, different IP addresses must be
assigned to the server network interfaces. This allows representing different
paths with different entries in the routing table of the MH.

So far, several proposals to handle mobility at the transport layer have been
developed. In [14], a brief description of the most relevant solutions is pro-
vided jointly with a possible classification based on the authors’ approach
to mobility. In particular, the classification distinguishes between handoff
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protocols, connection-migration protocols, gateway-based mobility schemes
and complete-mobility management schemes. Connection-migration protocols,
such as Freeze-TCP [18], are specifically designed to reduce packet loss in
the presence of long and frequent disconnections throughout the handover
process. Gateway-based mobility schemes, as, e.g., the Mobile Socket Service
(MSOCKS) scheme [19], introduce a gateway in the network for handling
mobility. These solutions, however, bring in a single point of failure and may
decrease fault tolerance. Complete-mobility schemes, also called mobility man-
agers, like Migrate [20] and Seamless IP diversity-based Generalized Mobility
Architecture (SIGMA) [21], include both handover and location management.
Both solutions use DNS for location-management purposes, supporting either
hard (Migrate) or soft handover (SIGMA). Such protocols only require modifi-
cations at the transport layer, thus leaving the existing network infrastructure
unchanged. In contrast, handoff protocols only address handover-management
issues, completely ignoring location management. Handoff protocols such as
mSCTP or Mobile Multimedia Streaming Protocol (MMSP) [22] usually offer
a soft-handover solution, and aim at reducing handover-induced packet loss,
providing scalability and fault tolerance.

In this paper we will analyze the details of transport-layer-mobility solutions
provided by handoff protocols. In particular we will focus on mSCTP, as an
example of a mobility-enabled transport protocol, and also because of its new,
interesting feature, multihoming.

3 SCTP for handover management support (mSCTP)

3.1 SCTP overview

The SCTP protocol, further referred to as standard SCTP, is defined in
RFC 4960 [23]. Standard SCTP introduces a new feature called multihom-
ing. Multihoming allows the use of multiple source-destination IP addresses
for a single association between two SCTP endpoints. These IP addresses are
exchanged and verified during the association initiation, and are considered
as different paths towards the corresponding peer. Multiple paths are distin-
guished at each endpoint by their destination addresses. Among all available
paths one is selected as the primary path, whereas all the rest are considered
as backup or alternate paths. Multihoming, in case of IP networks, means
multiple IP addresses, and typically multiple link-layer interfaces, as will be
shown in the examples in the following sections.

Multihoming was designed for environments requiring high application avail-
ability, such as the delivery of Signaling System No. 7 (SS7) messages. Hence
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its scope of use, defined within RFC 4960 [23], is only for handling single
retransmissions and performing primary path failover in case of permanent
link failure. Other applications of multihoming, such as load balancing over
multiple network paths, are not supported by the standard SCTP. Indeed,
simultaneous data transfers over multiple paths may cause packet reordering
leading to congestion control problems, since SCTP adheres strictly to the
TCP congestion-control algorithm which is not designed to support multi-
homing.

Despite this limitation, SCTP multihoming seems an interesting protocol fea-
ture that may easily be leveraged to provide transport-layer handover to end-
user applications. However, when considering standard SCTP multihoming
support for transport-layer handover, it is very important to keep in mind
that only one single path is used for data transmission (i.e., the primary path)
while all other available paths can handle retransmissions only. Then, the de-
cision of changing the primary path relies mainly on the failover mechanism.
Another important consideration about multihoming support is that in stan-
dard SCTP no mechanisms are defined to dynamically change the set of IP
addresses specified for an active association. Thus, in a mobile network sce-
nario, if an association has already been established for a given IP address
and a new PoA with a different IP address becomes available, there is no way
to include it in the association and switch the primary path over to the new
network connection.

3.2 The DAR extension: mSCTP

The Dynamic Address Reconfiguration (DAR) SCTP extension [24], although
originally defined to help with IPv6 renumbering and hot-pluggable cards by
the Internet Engineering Task Force (IETF) Signaling Transport (SIGTRAN)
working group [25], can be easily leveraged to make SCTP a mobility-enabled
transport protocol. It should be emphasized that this extension is seen as a mo-
bility enabling feature, but not as a mobility solution by itself [26]. The DAR
extension allows SCTP to dynamically add or delete IP addresses, and request
the primary-path change during an active SCTP association, by means of two
new chunk types 3 : Address Configuration Change (ASCONF, chunk type:
0xC1) and Address Configuration Acknowledgment (ASCONF-ACK, chunk
type: 0x80); and six new parameters: Add IP Address, Delete IP Address,
Set Primary Address, Error Cause Indication, Success Indication, Adaptation
Layer Indication. Modifying the IP address(es) of the association increases the
risk of association hijacking and therefore the ASCONF chunk must be sent
in an authenticated way (an authentication chunk is bundled before the AS-

3 A chunk is a unit of information within an SCTP packet.
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CONF chunk), as described in [27]. Standard SCTP enhanced with the DAR
extension is also referred to as mobile SCTP (mSCTP) [3,26].

With mSCTP, the primary path may be announced to the receiver’s endpoint
during association initialization and changed whenever it is needed during the
association lifetime. When adding (deleting) an IP address to (from) an associ-
ation, the new address is not considered fully valid (the existing address must
be considered valid) until the ASCONF-ACK message is received. Changing
the primary address may be combined with the addition or deletion of an IP
address. However, only addresses already belonging to the association can be
set to be the primary, otherwise the Set Primary Address request is discarded.
mSCTP preserves the same congestion control rules as standard SCTP, and
logically, a lot of research performed recently on SCTP could be useful for
mSCTP development.

3.3 mSCTP applicability scenarios

As argued in Section 2.2, there are important advantages in handling han-
dover at the transport layer. In particular, unlike a pure network-layer scheme,
transport-layer handover has the ability to pause (hold) transmission during
mobility-induced temporary disconnections, as well as the possibility of per-
forming smooth handovers if the mobile node has multiple interfaces. Never-
theless, despite the importance of the aforementioned advantages, it is vital
and highly relevant to identify under which situations/conditions such poten-
tial can really be exploited. In this sense, this section discusses the applicability
of mSCTP in a set of practical scenarios in the context of heterogeneous ra-
dio access networks. In particular, the identification of mSCTP’s applicability
scenarios is based on the consideration of aspects such as the number of net-
work interfaces on the MH, the number of IP addresses configured for the CN,
and the IP address change during the handover process. For each scenario, ex-
pected benefits and open issues of the application of mSCTP are also stressed.
It is worth to remark here that, even though the discussion focuses on mSCTP,
most conclusions drawn here can be extended to any transport-layer handover
solution.

However, before presenting the scenarios in more detail, an important com-
ment on the naming convention must be made. The descriptions of the scenar-
ios strictly follow the IETF naming convention defined in [28]. In particular,
we focus on access routers (ARs), IP routers that reside on the edge of an
Access Network offering IP connectivity to MHs, and acting as default routers
for the MHs they are currently serving. Usually, each AR is connected to one
or more Access Points (APs), sometimes called base stations or access point
transceivers (in case of different technologies), which are layer-two devices of-
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Fig. 1. Scenario A – The IP address is not changed in the handover process.

fering wireless link connections to MHs. Notice that, according to this naming
convention, when addressing the use of mSCTP in 2G/3G cellular systems
such as General Packet Radio Service (GPRS)/Universal Mobile Telecommu-
nications System (UMTS), a base station would be referred to as AP and the
role of AR would correspond basically to that of the 2G/3G network gateway
(i.e., Gateway GPRS Support Node, GGSN in GPRS/UMTS) in charge of
interconnecting the overall cellular network to an external IP packet data net-
work and ultimately providing IP connectivity. In this way, the whole cellular
network behaves as a layer-two network (L2-network). On the other hand, the
naming convention used on WLANs is already aligned to the IETF naming
convention with respect to the AP, but it is interesting to remark here that it
is common to find WLAN devices with co-located AP and AR functionalities,
referred to as wireless routers.

Scenario A. Although we have already pointed out that transport-layer so-
lutions are targeted at scenarios where there is an IP-address change when
moving from one PoA to another, we have retained this scenario to empha-
size that nowadays the most common situation is that terminal mobility
only results in an AP change, while staying in the same IP subnetwork,
e.g., intra-system mobility in 2G/3G cellular networks (e.g., Global System
for Mobile communications (GSM) or UMTS) or WLAN mobility within the
same Extended Service Set (ESS), as presented in Fig. 1. Thus, mSCTP mul-
tihoming has no applicability here because the handover does not result in
a change of the IP address used in the association. Efficient handover man-
agement can be achieved by means of link-layer solutions, so that no specific
functionalities are strictly required within the transport layer to cope with
the AP change. Nevertheless, despite this possible isolation of the transport
layer from the cell-change process under such scenarios, cross-layer design
constitutes an appealing research challenge to improve transport-layer per-
formance by means of the information available from lower layers.

Scenario B. Future heterogeneous wireless networks, however, will bring a
lot of diversity to the network structure, and terminal mobility among dif-
ferent radio access networks will most likely result in an IP-address change.
Under such an assumption, the key feature of this scenario is that terminals
can only use a single radio network interface at a time (see Fig. 2). We refer
to this limitation as single-homed MH.

A typical situation in such a scenario is the handover of a WLAN terminal
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Fig. 2. Scenario B – Single-homed MH.

equipped with a single network card between two WLAN APs located in
different IP subnetworks. Another situation is a dual-mode terminal (e.g.
WLAN/GPRS) that cannot operate both interfaces simultaneously. This
single-homed condition implies that the MH is not able to communicate
with the new access point when using the old one and vice versa. This
limitation can be tackled in two ways.

In the first approach, the MH disconnects from the old AP, obtains the
new IP address from the new AP and sends the ASCONF chunk from that
new IP address, even though the new IP address has not yet been included
into the association. The packet containing the ASCONF chunk, to avoid
being discarded by the receiver (the source address in the IP header is the
new IP address), must contain the correct association verification tag in the
SCTP-header Verification-Tag field, and the old IP address (the only valid
address being part of the association) in the address parameter of the AS-
CONF chunk. Also the remaining parameters must be put in an appropriate
order: Add new-IP address, Delete old-IP address, and Set primary address
to new-IP address. Such a configuration will allow the receiver to recognize
the association the chunk belongs to. During the lookup process, the receiver
will first check the source address in the IP header. Upon failure of this at-
tempt (the new address is still not a part of the association), the receiver
will eventually get the appropriate IP address from the ASCONF-chunk
address-parameter field. The lookup process is followed by the validation
of the verification tag, and chunk processing. The receiver must then re-
ply to the source IP address of the packet that, after processing all of the
ASCONF chunk parameters, is the only IP address included in the associ-
ation. The described mechanism has strong implications on security, and,
as mentioned in Section 3.2, an authentication procedure is required before
processing the ASCONF chunk to avoid the risk of association hijacking, as
described in [24] and [29].

In the second approach, the radio access network has extensions facilitat-
ing the acquisition of a new IP address through the old AP. An example of
such extensions is the Candidate Access Router Discovery (CARD) protocol
that provides communication with the new AP through the old AP in order
to obtain the new IP address, as shown in [30].

Assuming that the first approach is used in this scenario, as in [31], the
main challenge is to keep system performance during the path-transition
phase (i.e., from when the MH has sent a message with the Add IP Address
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and Set Primary Address option, until the transmission has started on the
new address). In particular, the goal is to reduce the layer-two disconnection
period, and consequently avoid timeout retransmissions being sent on the
already inactive path.

Scenario C. In this scenario, we consider that MHs can actually be multi-
homed, that is, more than one network interface can be operated simultane-
ously. However, regarding CN connectivity, a single-homed CN is assumed
so that the CN is only reachable through a unique IP address. Fig. 3 illus-
trates this asymmetric scenario involving a dual-homed MH connected to
a single-homed CN.

As most Internet servers nowadays are configured with only one IP ad-
dress, this scenario is likely to become the most common in todays’ het-
erogeneous landscape. Under such conditions, mSCTP can be applied to
provide seamless handover between two APs connected to different subnets.
The main phases in the handover process are explained below:
(1) Once a candidate AP has been selected, an IP address valid for the new

location must be obtained. New addresses can be obtained either via
DHCP or IPv6 auto-configuration in the new location.

(2) The new IP address is signaled to the mSCTP stack.
(3) mSCTP on the MH must notify the CN of the new address — the

ADDIP address request is sent.
(4) The CN confirms the incorporation of the new address into the associ-

ation. At that time, data from the CN towards the MH is still sent on
the old path, as the primary-path change has not been requested yet.
On the other hand, data coming from the MH can be sent to the CN
through any network interface depending on its routing table configura-
tion. Notice that the CN is single-homed and does not distinguish from
which MH address it receives the data.

(5) Then, at an adequate moment (possibly the most important open issue
is how to determine when to switch the primary path) the primary-
path change is triggered by the MH, as it is commonly assumed that
the handover decision is mainly related to the status of the radio link
between the MH and the APs. The primary path change procedure
is then started by sending an ASCONF chunk with the Set Primary
Address parameter pointing to the new path.

(6) Once the change is confirmed by the CN, data should be sent only on
the new path towards the MH.

IP Network

L2−network

L2−network

IP Network

Correspondent Node

Primary Path [IP_CN − IP_MH_1]

New A P

Old AP

Mobile Host

Handover/Failover 

Mobile Host
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Fig. 3. Scenario C – Single-homed CN, Dual-homed MH.

11



IP NetworkIP Network

L2−network

L2−network

Primary Path [IP_CN_1 − IP_MH_1]

Old AP

Mobile Host

Mobile Host

Handover/Failover 

New AP

Old AR

New AR

Alternate Path [IP_CN_2 − IP_MH_2]

Correspondent Node

IP_CN_1

IP_CN_2

IP_MH_1

IP_MH_2

!Power
COL12345678 1236 2550801210010

Ether 10/100

!Power
COL12345678 1236 2550801210010

Ether 10/100

!Power
COL12345678 1236 2550801210010

Ether 10/100

!Power
COL12345678 1236 2550801210010

Ether 10/100

Fig. 4. Scenario D – Dual-homed CN, Dual-homed MH.

(7) Also, as soon as the connection with the old AP is lost, the unnecessary
IP address should be removed by means of a Delete IP Address request.

Thus, the main challenges in this scenario are related to path management
(i.e., criteria to trigger the primary path change) and path transition opti-
mization (e.g., reducing the slow-start phase on the new path). Moreover,
Concurrent Multipath Transfer (CMT) [32] can also be exploited in this sce-
nario in the downlink direction. In this sense, the CN can wisely transmit
new data towards more than one of the MH’s IP addresses included in the
association. In the uplink direction, however, the mSCTP association can
only have one path leading to the unique CN IP address, and consequently
CMT can not be employed within the mSCTP scheme.

Scenario D. In order to employ CMT in both the uplink and the downlink
direction, we have to consider a multi-homed CN in a symmetric scenario
as presented in Fig. 4. It must be stressed that such handover scheme will
be similar to scenario C (asymmetric scenario), offering better flexibility
as a consequence of having multiple paths between the endpoints. Indeed,
the exploitation of multiple interfaces may be useful not only in case of
failover due to mobility, but also in case of degraded performance of the
active interface (due, e.g., to congestion).

In the presented use case we will encounter the same open points as in
the single-homed fixed server case (triggering criteria), i.e., there will be
room for performance improvements, such as transport-layer performance
optimizations (path selection, slow-start-phase reduction) that will be dis-
cussed in Section 4.

Table 1 summarizes the discussion presented in this section.

4 Evaluation of handover strategies

This section provides the reader with some simulation results showing the per-
formance of mSCTP. Our analysis focuses on the scenario identified in case D
in Section 3.3, as it is the most comprehensive, and comprises the most rele-
vant open points. First, we evaluate the basic failover mechanism that serves
as a benchmark. Then, we analyze the existing protocol extensions that pro-
vide solutions to optimize handover, such as link-layer support and bandwidth
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Table 1
Summary of mSCTP application scenarios.

Scenario A Scenario B Scenario C Scenario D

IP address
change
during
handover

No Yes Yes Yes

Number of
interfaces
on the MH

Multihoming
not available
at the
transport layer

One
(Single-
homed)

Many
(Multi-homed)

Many
(Multi-homed)

Number of
IP addresses
on the CN

Not important Not important Single-homed Multi-homed

Typical sce-
narios

Intra-system
handover in
2G/3G
Cellular or
WLAN
networks

Inter-system
handover in
heterogeneous
networks

Inter-system
handover in
heterogeneous
networks

Inter-system
handover in
heterogeneous
networks

Open issues Cross-layer
design to
enhance
transport-
layer
performance

— Obtaining
the new IP
address
— Transport-
layer
performance
optimization

— CMT on
downlink only
— Handover
triggering
criteria
— Transport-
layer
performance
optimization

— CMT on
up-/downlink
— Handover
triggering
criteria
— Transport-
layer
performance
optimization

estimation techniques. Both subsections are illustrated with general results,
providing the reader with the main concept of the introduced solution. Finally,
we look at the optimization of the path transition process, illustrating with
results the idea of the slow-start phase reduction and highlighting the main
benefits of CMT.

4.1 Basic SCTP failover mechanism

As it was mentioned above, to introduce a good reference point for all consid-
erations presented in this section, we first analyze the standard SCTP failover
mechanism. In addition, we use it as a benchmark for performance evaluation
of the other presented handover triggering solutions.
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4.1.1 Preliminaries

As briefly mentioned in Section 3.1, SCTP was originally designed to transport
telephony signaling over IP. To be able to comply with the availability and
reliability requirements of telephony signaling, SCTP supports multihoming.
In a multi-homed association, each endpoint chooses a primary destination
address or path for the transmission of all new data chunks during normal
transmission. The alternate paths only function as backup for the primary
path, and, as long as the primary path is available, they are only used for
retransmissions. A persistent failure to reach the primary destination eventu-
ally induces a failover, at which time the source endpoint selects one of the
alternate paths as temporary primary path. The temporary primary path is
then used until the original primary path becomes available again.

To detect path failure, SCTP provides two kinds of probing mechanisms: one
for the primary path, and another for the alternate paths. To monitor the
primary path, SCTP keeps an error counter that counts the number of con-
secutive timeouts. If the error counter reaches a certain tunable threshold,
Path.Max.Retrans (PMR), the primary path is considered unavailable. How-
ever, if a Selective Acknowledgment (SACK) chunk is received before the error
counter reaches PMR, the error counter is reset to zero. Since no data chunks
are normally sent on the alternate paths, SCTP uses a heartbeat mechanism
to monitor the availability of these paths. Special HEARTBEAT chunks are
periodically sent on the alternate paths at a rate governed by a tunable heart-
beat timer. If a HEARTBEAT-ACK chunk is not received before the timer
expires, an error counter is incremented. Again, if the error counter reaches
PMR, the corresponding alternate path is considered unavailable.

Fig. 5 further details the SCTP failover mechanism. Particularly, it shows
the flow of events that take place when the primary path of a dual-homed
association becomes unavailable. At (a), a link failure occurs on the primary
path, and at (b) a timeout occurs for the data chunks sent at (c). The timeout
triggers a window worth of data chunks to be retransmitted on the alternate
path. Furthermore, the error counter of the primary path is incremented by
one and the retransmission timeout (RTO) value is backed off to

RTOnew ← min{max{2×RTOold, RTOmin}, RTOmax}, (1)

where RTOmin and RTOmax determine the lower and upper limits of RTO.

At (d), a new data packet is sent on the primary path and the SCTP retrans-
mission timer (T3-rtx timer), is restarted with RTOnew. The T3-rtx timer
expires a second time at (e), and the actions taken at the first timeout event
are repeated. After PMR + 1 consecutive timeout events, the primary path is
abandoned and the alternate path is promoted temporary primary (f).
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Fig. 5. The SCTP failover mechanism.

Since it takes PMR + 1 consecutive timeout events before the primary path is
deemed unavailable, the minimum failover time is approximatively given by
the equation:

Tfailmin
=

PMR∑

i=0

min{2i × RTOfailure, RTOmax}, (2)

where RTOfailure denotes the RTO at the time of the path failure 4 . Assuming

4 A more accurate estimate of the SCTP failover time is found in [33].
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that the RTO is always less than RTOmax, equation (2) can be reduced to

Tfailmin
= RTOfailure(2

PMR+1 − 1). (3)

4.1.2 Using SCTP failover for handover triggering

To study the feasibility of using the SCTP failover mechanism for handover
between different types of wireless access networks, we conducted a simulation
experiment in ns-2 [34]. The experiment considered the latency of handovers
between three types of wireless networks, WLAN, UMTS, and GSM EDGE
(Enhanced Data rates for GSM Evolution) Radio Access Network (GERAN),
and is illustrated in Fig. 6. To make the handover latency independent of
SCTP’s RTO and SACK configuration, SCTP at both the CN and the MH
was configured more aggressively than recommended in RFC 4960 [23]. Partic-
ularly, it used an RTOmin that was less than the minimum possible round-trip
time, and no SACK delay. The parameter settings used to simulate the three
types of wireless networks are listed in Table 2. The wireless network delay
(wnd) models both the media access control (MAC)-contention delay and the
link-propagation delay, but does not include the transmission delay. To ac-
count for the impact of the per-flow AP queue on the handover latency, each
type of wireless network was simulated with two queue sizes (qs): one fairly
small, 10 packets, and one larger than the bandwidth-delay product of any of
the three considered network types, 50 packets.

Correspondent Node

Queue Size: qs

Queue Size: qs

RTO
min

RTO
max

RTOinit

SCTP

Path.Max.Retrans

Association.Max.Retrans

SACK Delay

: 20 ms

: 60.0 seconds

: 3.0 seconds

: 0 − 5

: 10

: 0 ms

Traffic Source

CBR−64, CBR−Max, Bulk

RTO
max

RTOinit
RTO

min

SCTP

Association.Max.Retrans

: 20 ms

: 60.0 seconds

: 3.0 seconds

: 0 − 5

: 10

: 0 msSACK Delay

Path.Max.Retrans

Access Point

Access Point

Wireless Network Bandwidth: wnb,
Wireless Network Delay: wnd

Wireless Network Bandwidth: wnb,
Wireless Network Delay: wnd

Primary Path

Alternate Path

Fixed IP Network

100 Mbps, 5 ms

100 Mbps, 5 ms

Mobile Host
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Handover/Failover
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COL 1 2 3 4 5 6 7 8 1 2 3 6 25 50 8012
100
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Ether 10/100

! Power

COL 1 2 3 4 5 6 7 8 1 2 3 6 25 50 8012
100

10

Ether 10/100

Fig. 6. The simulation experiment.
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Table 2
Parameter settings for the three wireless network types studied in the simulation
experiment.

Parameter

Network wnb wnd qs

WLAN 11 Mbps 15 ms 10 packets, 50 packets

UMTS 384 kbps 80 ms 10 packets, 50 packets

GERAN 80 kbps 80 ms 10 packets, 50 packets

Since the SCTP failover time, and thus the handover latency, is strongly de-
pendent on the traffic source (see Section 4.1.1), simulations were made with
three different traffic sources: CBR-45, CBR-Max, and Bulk. CBR-45 and
CBR-Max were both constant-bit-rate sources while Bulk was a greedy File
Transfer Protocol (FTP) application. CBR-45 had a send rate of 45 kbps, and
thus did only use a share of the available bandwidth in any of the three types
of wireless networks. In contrast, CBR-Max sent with 70% of the wireless
network bandwidth (0.7 × wnb), and consequently used almost all available
bandwidth. The properties of the three traffic sources are reported in Table 3.

To avoid systematic errors in the estimated handover latency, the start time
of the traffic source was uniformly randomized within the first five seconds
of a simulation. The movement of the mobile host to the new network was
modeled as a direct break of the primary path. The break of the primary path
took place when 10 seconds of a simulation run had elapsed and initiated a
handover to the alternate path. Each simulation was repeated 30 times, and
the mean and 95% confidence interval of the measured handover latencies were
computed.

Fig. 7 shows how the average handover latency for the different traffic sources
varied with PMR in the three handover scenarios: WLAN to UMTS, UMTS to
WLAN, and GERAN to WLAN. Since the handover latency was primarily
dependent on the primary path (see. Section 4.1.1), and only to a limited
extent on the alternate path, the results from the other handover scenarios
corresponded closely with the results from these three scenarios; for example,
the average handover latencies in the WLAN-to-GERAN scenario were close

Table 3
Properties of the traffic sources.

Traffic Source Description Packet Size Send Rate

CBR-45 Constant bit rate 200 bytes 45 kbps

CBR-Max Constant bit rate 1452 bytes 0.7× wnb

Bulk FTP 1452 bytes N/A
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Fig. 7. Handover latencies between the three studied wireless network types as a
function of PMR.
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to the latencies in the WLAN-to-UMTS scenario. Also, since the size of the
access point queue did not influence the handover latency of the constant bit
rate traffic sources, only the results with an access point queue of 10 packets
are shown in Fig. 7 for these traffic sources.

From Fig. 7 follows that the SCTP failover mechanism in most cases failed
to provide handover latencies acceptable for real-time applications. Typically,
such applications require latencies of less than 300 ms, however, SCTP only
showed such short latencies when configured with a very small value of PMR.
Particularly, only in the WLAN-to-UMTS scenario with the CBR-45 traffic
source did SCTP provide real-time handover latencies for anything but PMR

equal to zero, and then only for PMR equal to one. Considering that PMR should
be set no lower than two to make SCTP reasonably resilient against spurious
failovers, this essentially excludes the use of the SCTP failover mechanism
for real-time applications. It also curtails its use for soft-real-time, interactive
applications. This kind of applications often require handover latencies of no
more than two seconds. However, as follows from Fig. 7, only in the WLAN-
to-UMTS scenario did we have handover latencies of two seconds or less for
all traffic sources when SCTP was configured with a PMR of at least two.

Although unsuitable for real-time applications, our experiment does not com-
pletely rule out the SCTP failover mechanism for non real-time applications.
In fact, provided that handover latencies of several seconds are acceptable, our
experiment suggests that the SCTP failover mechanism could indeed be used
for these applications. Still, as will become evident in the following sections,
there are better ways of using SCTP for handover than using the failover
mechanism.

4.2 Path management optimization

The most crucial challenge for mSCTP is to provide optimal path manage-
ment, aiming at improving the performance of the basic failover scheme pre-
sented in Section 4.1. The essential enhancements lie not only in providing a set
of triggering rules that help to choose when to switch paths, but also in evalu-
ating the possible gain in making such a decision at the transport layer. Con-
sequently, in this section we consider both aspects: triggering-condition selec-
tion based on link-layer information, and feedback from bandwidth-estimation
techniques, illustrated by the Autonomic Interface SeLEction (AISLE) SCTP
extension [35].
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4.2.1 Link-layer support

4.2.1.1 Preliminaries In homogeneous networks the handover decision
made by mobile nodes is based exclusively on the information obtained from
the radio-link layer such as the received-signal strength from the candidate
APs. In contrast to this approach, in heterogeneous scenarios, information
regarding different link features, such as available bandwidth, security, mon-
etary cost, as well as end-user preferences may also be used in the decision
process. This makes the entire handover process more complex and ambigu-
ous as various aspects should simultaneously be taken into account to make
a successful handover decision. To this end, there is some ongoing work in
the IEEE 802.21 working group [36] on Media Independent Handover (MIH)
specifying frameworks for inter-operation between various access technologies
(vertical handover). There is also an IETF working group on Detecting Net-
work Attachments (DNA) [37] devoted to improving the detection of IP-layer
configuration and connectivity status.

At first, it is necessary to determine what kind of support we can expect
from the link layer and how this should be processed at the transport layer.
According to [38], we can distinguish two categories of information that can
be collected from the link layer: events and parameters. The former provide
information about what happens at the link layer (AP detected, connected,
disconnected), whereas the latter inform about the quality and features of a
link (channel IP, signal strength, available bandwidth, price). Of course, the
first problem that arises here is that different access technologies in hetero-
geneous wireless networks will most likely provide different parameters and
events that are access-technology specific. In order to correlate that, parame-
ters in different scales must be translated to the unified values for the upper
layers. Such a common scale will comprise triggers and hints corresponding
to the converted events and parameters, respectively. As an example, in [39],
a part of the IETF DNA group has developed some patterns for triggers for
GPRS, CDMA2000 (Code Division Multiple Access) and IEEE 802.11 link
layers.

Having explained that, the next step is how to adjust the transport-layer pro-
tocol behavior to the user profile, or to the specific application. Thus, it is
necessary to create decision metrics and design an appropriate handover pol-
icy. As shown in [40], the decision metrics that help to choose the appropriate
network among those available should take into account: type of service, mon-
etary cost, network and mobile-node conditions, system performance and last
but not least, user preferences. This approach for 4G heterogeneous networks,
results in multidimensional and highly complex cost functions. Meanwhile,
the handover policy should not only include traditional techniques such as:
threshold value (triggers the handover) and hysteresis (prevents the so called
ping-pong effect — unnecessarily repeated switching), but also reflect criteria
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defined in the metrics.

So far, in the literature devoted to mSCTP, only the traditional handover
policies were analyzed. Examples of such research [41–43] include a traditional
handover policy based on the relative signal strength criterion that creates
a hysteresis between an aggressive and a conservative threshold value. The
authors analyze the influence of different handover policies to determine when
to add or delete the mobile nodes’ IP addresses and how to change data
delivery paths when handover happens.

4.2.1.2 An example handover policy Here we present an example ex-
tending the scope of the analyzed polices to mSCTP. We develop a scenario,
where the user is oriented to stay in the fastest network as long as possible.
If changing from a slower network to a faster network, the mobile user is in-
terested in changing the point of attachment as soon as the faster network is
detected. Therefore, right after the new IP address is obtained, the procedure
for adding the new IP address to the existing connection is concatenated with
the primary-path change that triggers the handover. Much more interesting in
terms of the presented analysis is the case when the user switches from a faster
to a slower network. In such case, the user is interested in staying as long as
possible in the old access network. However, if this period is too long, it may
result in firing the failover process and decreasing the overall throughput due
to the failover latency.

We reutilized the simulation setup described in Section 4.1.2 analyzing the fol-
lowing two examples: change from WLAN to UMTS and change from UMTS
to GERAN. Additionally, instead of the sudden link disconnection considered
in Section 4.1.2, we introduced a link degradation pattern. This pattern cap-
tures the behavior of a link passing gradually from good conditions to link
disconnection. The link degradation is modeled according to a linear increase
of the frame error rate between 0 and 10% just before the link goes down. Two
different durations are considered for this gradual degradation and they are re-
ferred to as fast and slow link degradation. During the entire link-degradation
period the channel is stable enough to maintain the transmission on the de-
grading link. The link layer should notify the mobile user of when to switch to
the slower network, taking into account the current handover policy. If the de-
cision is made too late, and the degrading link is already down, the user will ex-
perience a failover that will cause a serious performance impairment. Switching
to the slower link too early, will significantly decrease the overall performance.
In this experiment, the main point was to show when the link layer should ini-
tiate the handover and compare it to the situation with no link-layer support,
where the failover is the only event to trigger handover. We measured the im-
provement introduced by link-layer-triggered handover over failover-triggered
handover for applications performing bulk data transfers. Fig. 8 presents the
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Fig. 8. Normalized throughput improvement achieved by link-layer-triggered over
failover-triggered handover as a function of normalized channel degradation time
for a fast-to-slow-network handover for different PMR values.

ratio of the average throughput obtained by link-layer-triggered handover over
the average throughput obtained by failover-triggered handover on a normal-
ized time scale (from the moment the degradation started till the time the
faster link became unavailable). The throughput ratio was calculated within
the averaging window of 30 s.

As shown in the Fig. 8, in the case when the throughput difference between the
available networks is huge, as in the case of WLAN-to-UMTS handover, the
approach to stay as long as possible in the fastest network gives benefits even if
no link-layer event is used to trigger a primary path change and finally it leads
to a failover. Potential losses due to handover latency are fully compensated
during the entire period of stay in the fastest network, independently of the
link degradation pattern and the PMR setting. Also the adjustment made in
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Section 4.1.2 plays an important role. In order to fully tailor mSCTP to the
handover application, RTO.min was reduced from the default value of 1 s to
20 ms. That, in case of the fast network (WLAN), results in a relatively short
failover time, and may be compensated, especially for bulk transfers.

The UMTS-to-GERAN handover should be performed before the UMTS link
becomes unavailable because of the larger failover latency. If the link-change is
performed as soon as the link degradation starts, the resulting overall through-
put outperforms the failover degradation. As expected, the longer the user
stays in the fastest network the better is the resulting throughput, as long as
failover is avoided. In this scenario also the PMR parameter plays a significant
role, resulting in a much higher gain for stable scenarios (PMR > 1).

4.2.2 Bandwidth estimation

Optimizing mSCTP path management, we will now look at the possible gain
in making such a decision at the transport layer. An interesting SCTP exten-
sion that leverages multihoming and extends its use beyond the basic failover
scheme is AISLE [35]. AISLE determines the wireless interface to be used
for data transfer, by constantly monitoring the available bandwidth and the
capacity between transport-layer endpoints, over both the primary and the
secondary path. As a byproduct of such a strategy, the distribution of nodes
across neighboring access networks is such that load is evenly balanced and
per-node throughput is maximized. This approach works both under identi-
cal and different technologies, e.g., IEEE 802.11a/b or UMTS, although it is
general enough to be extended to other technologies as well.

The estimation of the available bandwidth and of the capacity on each of the
paths towards the destination addresses is essential for AISLE operation. This
knowledge is used to enforce a dynamic redefinition of the identity of primary
and secondary path. We use the term capacity of a link i to define the highest
possible bit rate at which data can be transmitted on link i. This quantity
will be identified as Ci. If link i carries a time-varying traffic load Ri(t), then
the available bandwidth on that link will be defined as Bi(t) = Ci − Ri(t).
Moreover, we refer to the capacity and available bandwidth of a path as the
capacity and available bandwidth of its bottleneck link.

Capacity estimation and available-bandwidth estimation are traditionally car-
ried out in different fashions. The AISLE approach to capacity estimation is
based on the Sender-Based Packet-Pair (SBPP) technique described in Sec-
tion 4.2.2.1. More specifically, AISLE replaces SCTP’s HEARTBEAT chunk
transmission on idle paths with the transmission of a 6-packet train on all
active paths.

On the primary path, where there is a continuous stream of data packets and
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Fig. 9. Sender-Based Packet-Pair capacity estimation.

SACKs, AISLE uses the Westwood+ technique, described in Section 4.2.2.2
to estimate the available bandwidth.

As explained in Section 4.2.2.3, the AISLE path-selection algorithm requires
capacity estimates on both the primary and the secondary path. Therefore,
unlike SCTP, AISLE provides for probing heartbeats transmission on both
the primary and the secondary path.

4.2.2.1 Sender-based packet-pair capacity estimation Fig. 9 illus-
trates the main idea behind the packet-pair capacity-estimation technique in
a simple network scenario comprising links L1, L2, and L3, having capacity
C1, C2, and C1 bits per second, separated by two nodes operating in store-
and-forward mode. The pipe width graphically indicates the capacity of each
link. In the example shown here, C2 < C1, so that L2 is the bottleneck link of
the path. Black rectangles represent P -bit packets sent on the links and their
width is proportional to the packet transmission time P/Ci.

If two P -bit packets are sent back-to-back on L1 and are inserted in the output
buffer at the routers on either end of L2 without any intervening packet sneak-
ing in, they end up being sent on L3 separated by δ = P/C2 — the packet
transmission time on the bottleneck link L2. It is therefore easy to obtain an
estimate Ĉ = P/δ of C2.

Obviously, the best place for measuring δ is at the receiver, but it is also
possible to have the receiver send acknowledgments back to the sender. This
way, the transmitter can infer δ, under the hypothesis that the return path
does not contain any bottleneck tighter than that on the forward path and no
cross traffic alters the probe packets’ spacing as explained in [44].

The effectiveness of the technique may be improved sending a 6-packet train
(2 small — 2 large — 2 small), like the SProbe Tool [45]. Small packets are
40 bytes long, like standard SCTP HEARTBEATs; large packets are 1500
bytes long, a common maximum transfer unit (MTU) size. The bottleneck
capacity may be estimated from the dispersion of the large packets that, taking
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more processing time at the nodes, have higher probability of being queued.
The measurement is deemed valid only if there are no losses and packets
are received in order. Moreover, the different packet sizes provide another
heuristic test of the validity of the estimate: if no cross-traffic is spacing the
probe packets and wireless errors do not cause too many retransmissions at
the MAC layer, the inter-arrival time between large packets should be greater
than that between small packets, otherwise the measurement is discarded.

4.2.2.2 Westwood+ available bandwidth estimation To estimate the
available bandwidth on the primary path AISLE incorporates the idea pro-
posed in TCP Westwood+ [46]. The available-bandwidth estimate B̂i is de-
rived on bandwidth samples ŝi, obtained on all data Di sent on path i over
contiguous, non overlapping time windows lasting either one round-trip time
RTTi, or 50 ms, whichever is larger. The bandwidth sample obtained on path
i during the k-th time window can therefore be written as

ŝ
(k)
i =

D
(k)
i

max{RTT
(k)
i , 50 ms}

The actual available-bandwidth estimate on path i and sampling window k,

B̂i
(k)

, is then obtained as a smoothed exponential average of the available-

bandwidth estimate on path i and sampling window k − 1, B̂i

(k−1)
, and the

last bandwidth sample on window k, ŝ
(k)
i , according to:

B̂i
(k)

=
7

8
B̂i

(k−1)
+

1

8
ŝ
(k)
i

Further in the paper, we will drop the (k) superscript for notation simplicity.

4.2.2.3 Path selection The advantage of using multiple wireless inter-
faces would be wasted without an efficient management of the available paths,
based on relaxing SCTP’s rigid “primary-secondary” path definition. The idea
at the core of AISLE path selection is quite simple: every time an AISLE sender
has reason to believe that the primary path it is using has become congested,
it tries to determine whether it would have better luck on the secondary path.
A time hysteresis is introduced to avoid bouncing the data back and forth
from one path to the other. Before detailing the procedure, we remark that
such path management becomes especially appealing in the case of AISLE sta-
tions with dual attachment to different access networks (scenarios B, C and
D in Section 3.3). Indeed, it is easy to see that, if too many wireless stations
associated to the same access network, it would soon become congested. If
another access network were within radio coverage of some of these stations,
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and if they used AISLE, they could decide to associate to the second access
network, thereby relieving the congestion on the first one. In this way, an au-
tonomic selection of the least-congested path would be achieved, without any
user or system-operator intervention.

In describing the path-selection procedure the following assumptions are made.
(i) Only two paths are available between two AISLE stations, and each goes
through a different wireless network (e.g., WLAN or 3G network). (ii) For
each path, an AISLE station estimates its capacity (Ĉ1 and Ĉ2, respectively)
using the packet-pair technique; when either path becomes the primary, also
an available bandwidth estimate (B̂1 and B̂2, respectively) is obtained.

AISLE infers congestion on the primary path when either of these situations
occurs: (i) a packet loss is detected through retransmission-timeout expiration
or triple duplicate-SACK reception (as in the TCP congestion control mecha-
nism); (ii) the path’s available bandwidth is smaller than 10% of its capacity.
The latter condition lets stations that do not experience losses because their
transmission rate is limited by a very-small congestion window (cwnd) trigger
the path selection as well.

Then, assume that path 1 is the primary path. As soon as an AISLE station
detects congestion on its primary path, it performs the following path-selection
procedure.

Step 1: If no path swap has been performed in the past Th seconds (hys-
teresis time), evaluate whether a swap should be performed with probability
ps = Ĉ2/(Ĉ1 + Ĉ2)(goto 2); else, do nothing with probability pns = 1 − ps

(goto 3).
Step 2: If B̂2 is known and its value is fresh enough (i.e., it was last esti-

mated not earlier than a bandwidth-decay time Td ago), swap primary and
secondary path if B̂2 > θB̂1, with θ > 1. Else, (i.e., if B̂2 is unknown or
stale): swap primary and secondary with probability ps; do nothing with
probability pns.

Step 3: End of path swap procedure.

Note that Step 1 avoids frequent swaps when Ĉ2 < Ĉ1. If swapping is con-
sidered (Step 2), the available-bandwidth estimate is used, which provides a
more accurate indication than the path-capacity estimate.

4.2.2.4 Simulation results In this section we present the performance of
AISLE running simulations with ns-2 on the mixed wired-cum-wireless topol-
ogy of Fig. 4.

One CN is connected to the network through wired links running at 100 Mbps.
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We consider FTP sources, generating long-lived flows at the CN, transferred
through the Internet to the wireless stations. The packet size at the IP level
is 1500 bytes.

We consider two different scenarios, detailed in the following. First, we assume
that each station has two radio interfaces and can connect simultaneously
to AP1 and AP2, which operate according to the 802.11a and the 802.11b
standards, respectively. All stations using the path through AP1 as primary
transmit at 54 Mbps, while stations selecting the 802.11b interface transmit at
11 Mbps. In our reference scenario, WLANs employ the Distributed Coordi-
nation Function (DCF) at the MAC layer. The DCF parameters are set to the
standard values; Request To Send / Clear To Send (RTS/CTS) are used for
payloads in excess of 400 bytes and the Short Retry Limit and the Long Retry
Limit are set to 7 and 4, respectively. The link-layer queues at the wireless
stations are 50 data frames long, whereas the AP queues accommodate up to
400 data frames.

As far as the specific AISLE parameters are concerned, the threshold θ is set
to 1.1, the hysteresis Th to 60 s, and the bandwidth-decay time Td to 120 s.

Independently of the adopted technology, we assume that the wireless channel
is error-free (packets are lost due to buffer overflow at the AP or due to channel
contention) and that the propagation delay is negligible on the wireless part
of the network.

In particular, we investigate the capability of AISLE nodes to create, in a
dynamic and autonomic manner, a network topology where users are optimally
distributed among the available PoAs: we consider the case of users reaching a
meeting zone and connecting one by one to the provided WLANs. The station
inter-arrival time is a random variable exponentially distributed with mean
30 s. A maximum number of 50 wireless nodes is considered and every station,
upon arrival, randomly selects one of the APs with equal probability.

Fig. 10 shows the time evolution of the number of stations using the 802.11a
and the 802.11b APs. Even if, initially, every station randomly chooses the
AP to associate with, nodes do not remain equally distributed between the
APs. Indeed, an AISLE node spontaneously tends to use the interface that
maximizes its throughput; thus, in the considered network scenario, a larger
number of stations will associate to the 802.11a AP, whose capacity is larger.
At any given time, the reference value represents the fair node distribution,
derived as explained in [35]. These results clearly show that AISLE stations
rapidly adapt to changes in the network topology, and optimally choose the
radio interface.

Now, we consider the case of heterogeneous access networks, based on 802.11
and UMTS. The 3G cellular network, simulated with EURANE (Enhanced
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Fig. 10. Time evolution of the number of wireless stations using the 802.11a and
the 802.11b APs.

UMTS Radio Access Network Extensions for ns-2) [47], includes both the
UMTS Radio Access Network (UTRAN), that handles all the radio-related
functionalities, and the Core Network, which is responsible for routing con-
nections to external networks. Considering the Radio Link Control (RLC)
protocol, we use the Acknowledged Mode, normally selected for web brows-
ing and email downloading. At the physical layer, we use common transport
channels: every channel is shared among all users within a cell [48]. We set
the Transmission Time Interval (TTI) of the physical channels to 10 ms, and
the RLC payload size to 40 bytes.

We evaluate how the wireless stations distribute among overlapping hetero-
geneous networks: PoA1 is an 802.11b AP, while PoA2 is a UMTS Node B.
Stations using the 802.11b AP transmit at 11 Mbps, while stations using the
UMTS Node B employ a channel at 384 kbps. All stations implement AISLE
and they initially use the WLAN PoA.

Fig. 11 presents the number of stations using the 802.11 AP, as a function of
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the simulation time, for N =10, 20 and 30 stations. Again, the user partition
is very close to the optimal, fair value. Indeed, even if on the UMTS transport
channels the transmission is scheduled in radio frames (TTI of 10 ms), affecting
the accuracy of packet-pair capacity estimation, the bandwidth estimation
technique accurately evaluates the available bandwidth, allowing a close to
optimal node distribution.

4.3 Path transition optimization

Obviously, when incorporating the mSCTP transport layer handover scheme,
not only path management needs to be improved, but also the transition
process must be optimized. In this section we demonstrate a couple of examples
that smooth the transition process, including slow-start phase reduction and
CMT.

4.3.1 Using bandwidth estimation to reduce the slow-start phase

After handover, when SCTP has abandoned the original primary path and
selected one of the alternate paths for the continuing traffic, it begins data
transmission in slow start. Given that SCTP does not know the available
bandwidth on the selected alternate path in advance, this startup behavior,
of course, makes perfect sense. However, provided that an estimate of the
link capacity can be obtained, e.g., through the use of the packet-pair tech-
nique discussed in Section 4.2.2.1, this behavior is indeed not optimal. To
acquire some appreciation of the possible gains in using a bandwidth-aware
startup scheme as compared to slow start, we reutilized the simulation setup
in Section 4.1.2. We compared the transfer times of standard SCTP during
its startup on the alternate path with those of a fictitious optimal SCTP. The
optimal SCTP had perfect knowledge about the available bandwidth, and was
able to send with the optimal rate directly from the start. In practice, issues
such as imperfect bandwidth estimations and the effect of transmission bursts
would of course have to be accounted for. However, these aspects were ignored
here, since we focused on obtaining a rough estimate of the possible gains. We
limited our study to the Bulk traffic source since the CBR sources did not
adapt their send rates to the available bandwidth on the alternate path, and
thus made the transfer times source dependent. Further, since the value of
PMR had no effect on the startup behavior on the alternate path, simulations
were only made with PMR set to three.

Fig. 12 shows the result of the simulation experiments. The transfer time
denotes the time it takes to transfer various amounts of data during slow start.
The horizontal lines seen in the figure each represent the data transfered in one
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SCTP packet. We observe that in all handover scenarios the improvements in
transfer times with respect to the optimal SCTP was substantial; especially in
the UMTS-to-WLAN and GERAN-to-WLAN scenarios, where the alternate
path had a relatively large bandwidth-delay product, were the gains large.
Particularly, the gain in transfer time was the same in these two scenarios,
and was up to about 75% for data sizes of less than 6 kbytes. Since both these
scenarios entailed handover to the same type of wireless network, a WLAN,
the fact that the transfer times were the same in the two scenarios was not
surprising. In the WLAN-to-UMTS scenario, the improvement in transfer time
was not as large as in the other two scenarios. However, it was still significant,
with up to 50% gain in transfer time for data sizes of less than 6 kbytes.

Although this experiment only provides a rough upper bound, with the opti-
mal SCTP being an unattainable target, it still remains that even a conser-
vative interpretation of the results suggests that large improvements in trans-
fer times on the alternate path are possible with a bandwidth-aware startup
scheme. Currently, we are studying ways of using the SCTP heartbeat mech-
anism together with the aforementioned packet-pair technique to implement
a bandwidth-aware startup scheme.

4.3.2 Incorporating CMT schemes

Finally, we explore the benefits achievable by incorporating CMT into mSCTP
mobility management. The most important scheme aiming at improving SCTP’s
multihoming performance is described in [32]. Although the schemes proposed
in [49–51] were envisioned for load balancing traffic over persistent links, they
may also be attractive for soft-handover scenarios, where the temporary avail-
ability of more than one link to the destination can be exploited to make
the handover smoother. The key ingredients needed in this case are basically
two. First, the SCTP send-buffer management and congestion control must
be updated as described in Section 4.3.2.1, so as to account for the prob-
lems induced by concurrently sending data over multiple paths using only
one sequence-number space. Second, a scheduling algorithm must be intro-
duced to try and minimize packet reordering at the receiver as explained in
Section 4.3.2.2.

4.3.2.1 Buffer management and congestion control To accommo-
date CMT, the single-buffer SCTP architecture must be replaced by a multi-
buffer structure, giving to each interface its own send buffer. The multibuffer
structure guarantees path independence as far as transmission is concerned,
but introduces the need for modifications to SACK handling at the source.
First of all, out-of-order SACKs are not trusted as in the original SCTP and
are discarded, because CMT may easily lead to SACK reordering.
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Then, the standard SCTP per-association congestion control must be extended
to a per-path congestion control. Indeed, the original SCTP only allows for
cwnd adjustments when the association Cumulative Transport Sequence Num-
ber (TSN) ACK (Cum-ACK) Point is updated by an incoming SACK. This
is correct when at most one path is used at any given time and consecu-
tive packets arrive reasonably in-order at the receiver. However, when pack-
ets are concurrently transmitted to multiple destinations, the assumption of
reasonably-ordered reception does not hold anymore, and SACKs, which do
not update the association Cum-ACK Point, may acknowledge one or more
chunks that were received in-order on different paths. In this case, the stan-
dard SCTP would behave incorrectly, not updating the cwnd of the paths the
SACKs refer to, and missing all cwnd updates that do not move the association
Cum-ACK Point. This problem can be easily solved by introducing a per-path
Cum-ACK Point and updating it at every meaningful SACK reception.

Another point that requires attention is the Fast Retransmit algorithm: the
original SCTP triggers it after three consecutive missing SACK reports, lead-
ing to congestion-window reduction and retransmissions on the connection
over which the presumably-lost packets were last sent. However, when split-
ting a traffic flow over multiple connections, the path diversity induced by
different bandwidth and delay on each path in the association, may lead to
a high number of out-of-order packet arrivals at the receiver. This, in turn,
causes the receiver to advertise large, enduring gaps in the received-chunk
sequence, forcing several fast retransmissions and producing unneeded cwnd
reductions. Also the solution to this problem is based on per-connection SACK
processing. Chunk missing reports are trusted only if the SACK acknowledges
for the first time at least one chunk that (i) was transmitted over the same
path as the missing chunk, and (ii) has a TSN higher than that of the missing
chunk. In other words, the number of missing reports for a chunk is incre-
mented only if one or more chunks, sent on the same path as the missing one
and after it, are acknowledged, thus implying the possibility of a real loss.

Notice that all changes necessary to support CMT only affect the SCTP
sender, while the receiver architecture and behavior remain unmodified: the re-
ceiver buffer of a multipath-enabled SCTP association collects all chunks from
each connection like in standard SCTP. SACKs are generated as in SCTP and
transmitted over the link from which the last packet was received. Finally, no
overhead is added to the original SCTP protocol, because the packet format
is unchanged.

Finally, we want to stress the importance of correct receive-buffer dimensioning
to prevent data-transfer starvation and guarantee good protocol performance.
Here, for the sake of brevity, we completely skip the complex discussion of this
issue and refer the interested reader to [52,53] for further details.
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4.3.2.2 Packet-Scheduling Algorithm As a second crucial component
to accommodate CMT, we introduce a bandwidth-aware scheduler. The bandwidth-
aware scheduler allocates each chunk to one of the available destinations ex-
ploiting a capacity estimate on each path, with the aim of maximizing the
chance of ordered packet delivery at the receiver.

The scheduler works as follows. Whenever a new chunk having size P is avail-
able for transmission from the application layer, the scheduler computes its
reception time Ri for each path i, as

Ri =
Oi + P

Ĉi

where Oi is the amount of outstanding data on path i. The resulting Ri ac-
counts for two effects. Oi/Ĉi is the time needed to transmit at bit rate Ĉi

an amount of data equal to the cwnd: a larger capacity Ĉi leads to a faster
transmission speed. The term P/Ĉi is the time that it takes for the current
chunk P to be transmitted over path i: a large chunk size P or a low estimated
capacity Ĉi would lead to a long transmission time. The path with the lowest
Ri is selected as the chunk destination, according to the Fastest Path First
(FPF) principle stated in [49].

Note that reception times only relate to the last data window sent over the
path rather than to those sent over the entire association life, and that path
propagation delays are not taken into account in this version. The rationale
behind this is twofold. First, it is better to evaluate the reception time Ri on
the last data window rather than on the whole association duration because
in the latter case capacity-estimation errors tend to accumulate and yield a
reception-time estimate that gets worse and worse as time passes. Second,
it is not possible to obtain an estimate of the paths’ round-trip time before
actually starting to send data over them.

5 Conclusions

In this paper we analyzed mobility management as the key issue in the co-
existence of heterogeneous wireless networks. So far the literature devoted to
mobility management in heterogeneous networks discussed mainly network-
and application-layer solutions. In our opinion, transport-layer handover schemes
are a worthwhile option and deserve receiving more attention from the research
community despite their main drawback of requiring the modification of well-
established transport-layer protocols. As an illustration, we identified key sce-
narios and challenging issues in handling seamless mobility at the transport
layer in heterogeneous wireless access networks, using the mSCTP protocol as
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an example. Within this context, we showed the unsuitability of relying on the
legacy SCTP failover mechanism to handle mobility, especially for real-time
services. Consequently, in the protocol optimization process we envisaged the
use of link-layer information and end-to-end bandwidth estimations. Yet, the
main open issues remain in the adjustments of handover-triggering conditions
when link-layer support is available and the application of bandwidth esti-
mates to improve the path selection process. Last but not least, we sketched
the future evolution track pointing towards CMT applications, identifying the
most important issues that must be considered, such as buffer management,
congestion control and appropriate scheduling algorithms.
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