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ABSTRACT

This work addresses the fundamental problem
of the trade-off between resource efficiency and
user fairness in wireless networks that use oppor-
tunistic radio resource allocation. The concept of
managing the trade-off by controlling the system
fairness index is applied. In order to do that, two
adaptive utility-based resource allocation frame-
works consisting of subcarrier assignment and
power allocation algorithms are proposed. These
frameworks are named utility-based alpha-rule
and beta-rule, and are suitable for non-real-time
and real-time services, respectively. Not only can
both frameworks be designed to work as well-
known classic policies found in the literature, but
also as adaptive policies, which are able to meet a
desired system fairness target. System level simula-
tions show that the proposed frameworks are pow-
erful tools to the network operator, since they can
decide in which trade-off point of the efficiency-
fairness plane they want to operate the system.

INTRODUCTION

Wireless communications are characterized by the
scarcity of radio resources, such as time slots, sub-
carriers, codes, power, or modulation and coding
schemes (MCSs). Due to this reason, accurate
(optimal) usage of the available resources
becomes mandatory. Opportunistic radio resource
allocation (RRA) algorithms were proposed to
tackle this fundamental problem. The term
“opportunistic” means that the resources will be
dynamically allocated based on users’ instanta-
neous channel state information (CSI). The key
idea is to allocate more resources to the users
with better channel conditions, which leads to
higher resource utilization and system capacity.
However, an opportunistic strategy benefits users
closer to the base station (BS), that is, those with
the highest signal-to-noise ratio (SNR), which can
cause starvation of users with worse channel con-
ditions. This can severely degrade some users’
experience as a result of unfair resource alloca-
tion and increased variability in the scheduled
rate and delay. Moreover, long delays in schedul-

ing of packets coming from bad channels can
cause severe degradation in the performance of
the overall system for higher-layer protocols, such
as the Transport Control Protocol (TCP). On the
other hand, schemes that provide absolute system
fairness deal with the worst case scenario, penaliz-
ing users with better conditions and reducing sys-
tem efficiency. Consequently, the trade-off
between maximal capacity and fairness is one of
the most fundamental issues in wireless systems.
From a network operator perspective, it is very
important to use the channel efficiently because
the available radio resources are scarce and the
revenue must be maximized. From the users’
point of view, it is more important to have fair
resource allocation such that they are not in a
starvation/outage situation and their quality of
service (QoS) requirements are guaranteed. Then
the question is, how can the network operator
manage this trade-off? RRA algorithms based on
utility theory are some of the best candidates to
answer this question, as shown in the following
sections. The next presents the state of the art in
management of the trade-off between resource
efficiency and user fairness and highlights the
novel contributions of the article. General utility-
based resource allocation frameworks suitable for
non-real-time (NRT) and real-time (RT) services
are described, and we then show particular para-
metric RRA frameworks that can be designed to
work as well-known classic RRA policies or
dynamically adjusted according to the network
opertator’s objectives. The impact of these utility-
based RRA frameworks on the aforementioned
trade-off is evaluated by means of extensive sys-
tem-level simulations. Finally, the conclusions are
drawn.

MANAGEMENT OF THE TRADE-OFF
BETWEEN RESOURCE EFFICIENCY
AND USER FAIRNESS
The objective of this work is to study the trade-

off between system resource efficiency and user
fairness in the ambit of the medium access con-
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trol (MAC) layer (L2) and propose RRA frame-
works able to balance these two opposing factors
in scenarios with NRT or RT services.

In the present work, the assumed concept of
fairness is based on QoS. It is well known that
the inherent characteristics and transmission
requirements of RT traffic differ from those of
NRT data traffics. RT services, such as voice
over IP (VoIP) and videoconference, require low
and bounded delay, while NRT services, such as
the web and File Transfer Protocol (FTP), are
not delay-sensitive but require overall high
throughput. Due to these factors, QoS metrics
that can be used as fairness indicators in scenar-
ios with RT or NRT services are delay and
throughput, respectively. Among the articles that
have proposed RRA algorithms to cope with this
trade-off in an NRT scenario, two main
approaches can be highlighted: cross-layer pack-
et scheduling (PSC) [1] and utility-theory-based
resource allocation [2-6].

Most of the PSC algorithms found in the lit-
erature that effect a compromise between effi-
ciency and throughput-based fairness among
NRT flows are based on the Proportional Fair-
ness (PF) concept [7]. As a generalization of the
PF criterion, we can highlight the weighted a-
proportional fairness PSC algorithm, which is
also known as the alpha-rule and was initially
proposed by [1].

A more general class of RRA algorithms is
based on utility fairness. Utility fairness is
defined with a utility function that composes the
optimization problem, where the objective is to
find a feasible resource allocation that maxi-
mizes the utility function specific to the fairness
concept used. There is a general family of utility
functions that was evaluated in [3, 4] that
includes the weighted a-proportional fairness
algorithm as a special case.

On the other hand, the trade-off between
efficiency in resource usage and user delay-based
fairness is much less studied in a scenario with
RT services. To the best of our knowledge, only
[8] has investigated this trade-off in detail. The
authors concluded that channel-aware oppor-
tunistic schedulers cause big rate and delay vari-
ability, which can lead to unfair situations
frequently.

The utility fairness concept is used in this
article to propose two generalized parametric
RRA frameworks suitable for NRT and RT ser-
vices, respectively, that can balance efficiency
and fairness in wireless systems according to the
network operator’s interest. These frameworks
are composed of subcarrier assignment and
power allocation algorithms, and can be designed
to work as well-known classic RRA policies by
adjusting only one parameter in their corre-
sponding parametric structures. Previous work
has used this approach in an NRT scenario
(alpha-rule) to propose only PSC algorithms [3,
4]. However, the present work uses the alpha-
rule to propose novel utility-based power alloca-
tion algorithms based on multi-level waterfilling.
We call the RRA policy proposed in this article
utility-based alpha-rule. Furthermore, as far as
we are concerned, this is the first work to use
the utility fairness concept to propose an RRA
framework suitable for RT services. A utility

optimization problem based on the Head-Of-
Line (HOL) delay is proposed and a closed-form
solution is found, which we call utility-based
beta-rule. These frameworks are powerful tools
for the cellular operators, who have the possibili-
ty of dynamically choosing which RRA strategy
is more convenient for their interests at a given
instant, for example the maximization of capaci-
ty, fairness or even satisfaction (see [9]).
Previous work proposed and evaluated para-
metric solutions that can provide different levels
of compromise between resource efficiency and
fairness by varying a controlling parameter [3, §].
However, they only evaluate static trade-offs; the
controlling parameter is not adapted during net-
work operation. The present work goes beyond
and presents a novel criterion to adapt the con-
trolling parameter of the RRA framework: a
feedback control loop that meets a system fair-
ness target. The system throughput- or delay-
based fairness is calculated using a fairness index
based on the general fairness function proposed
by [10]. This new idea states that the trade-off
between efficiency and fairness can be managed
by adaptively controlling a system fairness index.
That is, the network operator sets a system fair-
ness target, and the RRA frameworks adapt
their utility functions dynamically in order to
operate at the desired trade-off point. In this
way, a network operator will be able to answer
the following question: which network perfor-
mance in terms of capacity can be expected
under the constraint of, say, 90 percent fairness?

UTILITY-BASED RESOURCE
ALLOCATION FOR OFDMA-BASED
CELLULAR NETWORKS

Utility theory is a powerful tool that can be used
to design RRA algorithms able to achieve differ-
ent levels of fairness in the resource allocation
process [2, 5].

The concept of managing the trade-off by
controlling the system fairness index is general
and can be applied to any wireless system in
which the users compete for centralized network
resources. As a proof-of-concept we consider the
orthogonal frequency-division multiple access
(OFDMA) system, which is the chosen multiple
access scheme for next-generation broadband
cellular networks.

The utility-based RRA frameworks for
OFDMA systems designed in this work run in a
distributed manner in each cell and are split into
dynamic subcarrier assignment (DSA) and adap-
tive power allocation (APA) algorithms. We
consider two optimization problems suitable for
NRT or RT services: maximization of the total
utility with respect to the throughput or the
head-of-line (HOL) delay, respectively. The two
utility functions considered in this work are U;
(T;[n]) and V; (df*! [n]). The throughput T;[n] of
the ith NRT user is the average data rate calcu-
lated by means of a smoothing exponential filter-
ing of the instantaneous data rate r;[n] (see [4]
for more details). The HOL delay djh"l [n] of the
jth RT user is the time the oldest packet in the
user buffer has to wait to gain access to the wire-
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Figure 1. Utility-based resource allocation.

less channel. More information about the use of
HOL delay in resource allocation problems can
be found in [11, 12]. Two main constraints are
assumed in the aforementioned optimization
problems: a given subcarrier can be assigned to
only one user; and the sum of all subcarriers’
power must be equal to or lower than the total
BS transmit power.

The optimum solutions for the two aforemen-
tioned optimization problems are still open
problems. The majority of the suboptimum solu-
tions proposed in the literature are based on the
problem-splitting technique, which splits the
problems into two stages: DSA and APA. In the
present work, we also use this technique, as
explained in the following. It was shown in [6,
13] that the separate problems can be simplified,
and the resulting optimization problems are in
the form of a weighted sum rate maximization
[14] whose weights are adaptively controlled by
the marginal utilities Uj (Tj[n]) and V} (dhOl [7]),
which are the derivatives of the correspondent
utility functions with respect to the throughput
and HOL delay, respectively.

The weighted sum rate maximization problem
has a linear objective function, which greatly
simplifies the corresponding algorithms. Consid-
ering equal power allocation among the subcar-
riers, the DSA problem has a closed form
solution [6, 13]. The mobile terminal (MT) m(k,
n) is chosen to transmit on the kth subcarrier in
the nth transmission time interval (TTT) if it sat-
isfies the condition given by Eq. 1:

k,n) = { A7, ,d" ). }
m(k,n) ar%gfax w]( jod )cj’k[n] (1)

where M is the set of all MTs in the cell, ¢ [1]
denotes the instantaneous achievable transmis-
sion efficiency of the jth MT on the kth subcarri-
er (Shannon capacity) assuming equal power
allocation per subcarrier, and w; (7; d Yisa
weight factor of the jth MT that can be based on
throughput and/or HOL delay depending on
whether the jth MT uses an NRT or RT service.

Assuming that the DSA was already done,
the optimal power allocation of the weighted
sum rate maximization problems has a solution
in the form of a utility-based multilevel waterfill-
ing [6, 15]:

I
pelnl = | wwi(T;.d0" |- ——
k ( ) v jlnl )
where [x]* =, max (0, x), p; [n] is the current

optimal power allocated to the kth subcarrier
belonging to the jth MT (k € K;), T'/y;x [1] is the
inverse of the effective channel-to-noise ratio
(CNR, i.e., channel quality) of the kth subcarrier
assigned to the jth MT at the nth TTI, nis a
non-negative variable that represents the water
level of the waterfilling problem, and w; (7; dh"')
is the same weight factor used in Eq. 1. The con-
stant I is called SNR gap, which indicates the
difference between the theoretical limit and the
SNR needed to achieve a certain data transmis-
sion rate for a practical system [5].

The weight factors in Eq. 1 and Eq. 2 depend
on the marginal utilities and the service class the
MT belongs to. They are given by w™* = Uj (T}
[n - 1]) and wit = [V} (d°' [n )|/T [n - 1] for
NRT and RT services, respectlvely (see [6] and
[13] for more details).

Figure 1 explains how the utility-based RRA
proposed in this article works. Consider a sce-
nario in which two NRT users i and j compete
for seven subcarriers, where the former has bet-
ter channel conditions than the latter (y;x > yjz,
Vk). The channel qualities v}, and y7; plotted in
the figure are utility-scaled versions of their orig-
inal channel qualities v; ; andy; x, respectively;
that is, v§, = w" -y and y5, = whh -y,
According to Eq. 1, subcarriers k = 1 ... 3 are
assigned to user i and subcarriers k = 4 ... 7 are
assigned to user j. Notice that if the utility-based
weights wi'" and /'™ were not used, all sub-car-
riers would have been assigned to user i, who
originally had better channel conditions (y;x >
Yjx VK). Thus, the utility-based weights provided
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a fairer resource allocation. Notice that the same
reasoning can be applied for RT services with
the correspondent weights.

The utility-based waterfilling power allocation
is also described in Fig. 1. Let us assume more
general waterfilling expressions such as p; =
(nay — b))+, where ags and bys are arbitrary posi-
tive numbers [15]. According to Eq. 2, we have
ar = wi™and by = (T/y;y) fork = 1 ... 3; and ay,
= wP™ and by = (T/yj;) for k = 4 ...7. This
characterizes multﬂevel waterﬁlhng In Flg 1 the
water levels for each user are given by w; = uw}"

"and w; = uw"'. Comparing the classic and
multi-level waterfllhng cases, one can notice that
the utility-based weights added to the problem a
new kind of QoS-based prioritization among
users, which did not exist in the classic waterfill-
ing allocation with a single water level. In the
utility-based APA, the users that have higher
weights will have more power available to their
subcarriers. The same reasoning can be applied
for RT services using the correspondent weights.

ADAPTIVE RESOURCE ALLOCATION
FRAMEWORKS

Table 1 summarizes the features of the two
parametric RRA frameworks proposed in this
article. These frameworks rely on the use of two
families of utility functions: U; (T;[n]) and V;
(dh01 [7]). The former is based on throughput
and is suitable for NRT services, while the latter
is based on HOL delay and is suitable for RT
services. These functions provide several degrees
of throughput- and delay-based fairness depend-
ing on the value of the non-negative parameters
a € [0,) and B € [0,%), respectively.

As can be observed in Table 1, U; (T} [1]) is a
family of concave and increasing utility func-
tions, which represents that the satisfaction of
the NRT MTs increases when their throughput
increases. On the other hand, V; (d oln])is a
family of concave and decreasmg ut111ty func-
tions, which shows that the utility of the RT
MTs decreases when their HOL delay increases.
Remember that the user utility-based weights
w™ or wit used in Eq. 1 and Eq. 2 are directly
proportional to the marginal utility, which is the
derivative of the respective utility function. The
values of the weights for different RRA policies
are also shown in Table 1. As explained earlier,
these weights play an important role in the DSA
and APA algorithms, as can be observed in Eq.
1 and Eq. 2, respectively. One can clearly see
that the higher the user weight, the higher the
priority of this user to get a subcarrier and the
higher the amount of power reserved to the sub-
carriers assigned to him (Fig. 1). The weights
presented in Table 1 also show that MTs experi-
encing poor QoS (low throughput or high HOL
delay) will have higher priority in the resource
allocation process. Furthermore, the higher the
values of a and f, the higher the priority of the
user in bad conditions. Therefore, one can con-
clude that when o and f have higher values, the
MTs with poorest QoS are benefited, and so the
fairness in the system becomes stricter.

We will show in the following that, depending
on the value of the fairness controlling parame-

ters o and f, the general utility-based RRA
frameworks presented in Table 1 can be designed
to work as different RRA policies, achieving dif-
ferent performances in terms of resource effi-
ciency and throughput or delay-based fairness.

UTILITY-BASED ALPHA-RULE FOR
NON-REAL-TIME SERVICES

The generalized RRA framework suitable for
NRT services presented in Table 1 joins in a
unified structure the following classic policies:
Max-Rate (MR) [5] (linear utility function with
a = 0), PF [2, 6] (logarithmic function with a =
1), Max-Min Fairness (MMF) [2, 4] (exponential
function with a — «), or any hybrid among
these policies. Furthermore, the flexibility of this
framework allows the proposal of a fairness-
adaptive policy based on throughput, which is
described below.

Adaptive Throughput-Based Fairness — We
propose in this article the Adaptive Throughput-
Based Fairness (ATF) policy, which is an adap-
tive version of the utility-based alpha-rule. It
aims to achieve an efficient trade-off between
resource efficiency and throughput-based fairness
planned by the network operator in a scenario
with NRT services. This is done by means of the
adaptation of the fairness controlling parameter
a in the utility function U; (7} [n]) presented in
Table 1. The user priority in resource allocation
is very sensitive to the value of o, so small values
are sufficient to provide desired fairness degrees
on the ATF DSA and APA algorithms.

The ATF policy is based on the definition of a
fairness index ¢/"', which is based on throughput
and calculated for each NRT MT in the cell. The
user fairness index changes with time and is
defined as ¢ [1] = T; [n — 1)/T}°9, where T7*% is
the throughput requirement of the jth MT. Next,
a fairness index for the whole cell com r1s1ng all
NRT flows is defined by ®n't [n Mt
[n])2/ (M - 2Ly (o™ [n])?), where Mi 1s the num-
ber of MTs i 1n the cell This proposed Cell Fair-
ness Index (CFI) is a particularization of the
well-known Jain’s fairness index proposed by Jain
et al. in [10]. The general Jain’s fairness function
is independent of the allocation metric being
used. In our case, the allocation metric is given
by ¢ [n]. Notice that 1/M < " [n] < 1. A per-
fect falr allocation is achieved when @™ [n] = 1,
which means that the throughput allocated to all
MTs are equally proportional to their throughput
requirements (all user fairness indexes are equal).
The unfairest allocation occurs when ®" [n] =
1/M, which means that all resources were allocat-
ed to only one MT. It is important to notice that
the fairness calculation procedure presented
above is general in the sense that different class-
es of NRT users with different throughput
requirements can be contemplated.

The objective of the ATF policy is to assure a
strict throughput-based fairness distribution
among the MTs, i.e. the instantaneous CFI @™
[n] must be kept around a planned value (I)ltg:get-
Therefore, the ATF policy adapts the parameter
o in the utility-based alpha-rule weight in order
to achieve the desired operation point. Aiming
this objective, the new value of the parameter a
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is calculated using a feedback control loop of the

form:

cx[n] =a [n - 1] ~MNnrt ((D[fllﬁ [I’l] - q){larrtget) (3)

where @Y [1] is a filtered version of the CFI

®"" [1] using an exponential smoothing filtering,

which is used to suppress short-run fluctuations

and smooth time series with slowly varying

trends; d)?ﬁget is the desired value for the CFI;

and the parameter 1, is a step size that con-

trols the adaptation speed of the parameter a.
The ATF policy is an iterative and sequential

process. At each TTI, the following sequence of

actions is taken:

* o is calculated according to Eq. 3

* The utility-based weight factor w™ is calcu-
lated according to Table 1

e The DSA algorithm is executed according
to Eq. 1

* The APA algorithm is executed according
to Eq. 2

This process is executed indefinitely. After some
iterations (TTIs), the ATF policy reaches a sta-
ble convergence of the fairness pattern defined
by the target CFI. The simplicity of the ATF
policy makes it a robust and reliable way to con-
trol the trade-off between resource efficiency
and throughput-based fairness among NRT
flows. Keeping the cell fairness around a planned
target value, the network operator can have a
more strict control of the network QoS and also
have a good prediction about the performance in
terms of system capacity.

UTILITY-BASED BETA-RULE FOR
REAL-TIME SERVICES

Some classic policies suitable for RT services can
also be formulated using the parametric RRA

Policies o orf3 Weights?2 Characteristics
: . T;ln]' ¢
NRT services — utility-based alpha-rule — U; (Tj[n]) = 11_—a
MR 0 1 High resource efficiency and low throughput-based fairness
PE 1 1 Static trade-off between resource efficiency and
Ti[n-1] throughput-based fairness
lim ! i i i
MMEF o — aeT,[n— 1 Low resource efficiency and high throughput-based fairness
1 . .
. - - Dynamic trade-off between resource efficiency and
ATE adaptive Tiln- 1“ throughput-based fairness
1+
. - ~(d?'pm)
RT Services — Utility-Based Beta-Rule — /. (d}-“’l[n]) -\’
J\%i 1+
1
PF 0 1 High resource efficiency and low delay-based fairness
T;[n-1]
d?()l[n] Static trade-off between resource efficiency and delay-based
S T -1l fairness
Tiln-1]
a"'[n)?
FIFO B— L == Low resource efficiency and high delay-based fairness
pe ;[0 - 1]
holr 18 . _—
ADF Adap- dj [n] Dynamic trade-off between resource efficiency and
tive Ti[n-1] delay-based fairness

a The utility-based weights w" or w/* used in Egs. 1 and 2 that are suitable for NRT and RT services,

respectively.

Table 1. Features of the proposed parametric RRA frameworks.
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framework presented in Table 1, utility-based
beta-rule. These policies are: PF [2, 6] (linear
utility function with § = 0), Modified Largest
Weighted Delay First (M-LWDF) [11] (quadrat-
ic function with § = 1), and First In First Out
(FIFO) [12] (exponential function with § — o).
Furthermore, the flexibility of this framework
allows not only the formulation of any hybrid
among these policies, but also the proposal of a
fairness-adaptive policy based on HOL delay,
which is described in the following.

Adaptive Delay-Based Fairness — The Adap-
tive Delay-Based Fairness (ADF) policy is pro-
posed in this work as the counterpart of the
ATF policy presented earlier. The difference is
that ADF is the adaptive version of the utility-
based beta-rule and is suitable for RT services,
as explained in Table 1.

The ADF policy is based on the definition of
a fairness index ¢j”, which is based on the HOL
delay and calculated for each RT MT in the cell.
The user fairness index is defined as ¢/* [n] =
clj»recl/cwf}“’l [1], where df°d is the delay requirement
of the jth MT. Normally, this requirement is the
same for all flows of the same type and is equal
to the delay budget of the RT service (maximum
time that a packet can spend in the buffer before
being discarded). The fairness index for the
whole cell comprising all RT flows @™ [#] is cal-
culated in the same way as the CFI ®"* [n] for
the NRT scenario presented earlier. The differ-
ence now is that ¢* [n] replaces ¢/ [n].

The objective of ADF is to keep the CFI @
[n] around a planned value @}, ensuring a
strict delay-based fairness distribution among the
MTs. In order to do that, the parameter 3 in the
utility-based beta-rule is adapted by the ADF
policy so that the desired operation point is
achieved. The new f values are calculated using
a feedback control loop of the same form pre-
sented in Eq. 3. The difference is that the vari-
ables related to the scenario of RT services must
be used: @ [1] is a filtered version of the CFI
@' [n] using an exponential smoothing filtering;
fb{irget is the desired value for the CFI; and the
parameter 1 is a step size that controls the
adaptation speed of the parameter 3. ADF also
consists of an iterative and sequential process, as
described for the ATF policy earlier. In the
ADF case, the players are the parameter f and
the utility-based weight factor wf".

Again, the ADF policy offers a great flexibili-
ty to the network operator because it can use the
adaptive beta-rule to work on a desired opera-
tion point of the trade-off plane between
resource efficiency and delay-based fairness
among RT flows.

SIMULATION RESULTS

The adaptive RRA frameworks presented earlier
were evaluated by means of system level simula-
tions, which took into account the main charac-
teristics of an OFDMA system. The main
simulation parameters are depicted in Table 2.
A good way to evaluate the trade-off between
resource efficiency and user fairness is plotting a
2D plane between total cell throughput (capaci-
ty) and Cell Fairness Index (CFI) (see earlier

sections and [10]). Figures 2 and 3 present the
planes built from the simulations of the utility-
based alpha-rule and beta-rule frameworks on
scenarios with 16 active NRT flows and 105
active RT flows, respectively. In each set of sim-
ulations, two approaches were assessed: Joint
and Equal Power Allocation (EPA). In the for-
mer, both DSA and APA algorithms use a given
RRA policy, for example PF. The latter
approach means that the chosen policy is used
only on the DSA algorithm, while on the power
allocation step the total transmission power is
equally divided among the subcarriers.

Figure 2 shows the performance comparison
among the policies regulated by the utility-based
alpha-rule proposed in this work, including the
classic ones (MR, PF and MMF), which are indi-
cated as single markers, and the new adaptive
policy ATF, which is indicated as solid (Joint)
and dashed (EPA) lines. One can clearly see the
static behavior of the classic policies on the effi-
ciency-fairness plane. MMF is able to provide
maximum throughput-based fairness at the
expense of low system capacity, while MR is the
most efficient on the resource usage but pro-
vides an unfair throughput distribution among
users. The PF policy appears as a fixed trade-off
between MMF and MR, with intermediate
throughput-based fairness and system capacity.

The ATF policy, which controls the parame-
ter o adaptively according to (3) in order to
achieve a desired Cell Fairness Target (CFT), is
able to cover the whole path between the classic
policies in the efficiency-fairness plane. Notice in
the ATF curves that the fairness targets set in
the simulations (0.2, 0.4, 0.6, 0.8 and 1.0) are
always met. One can observe that the perfor-
mance of the ATF policy for very low fairness
region (CFT = 1/J, where J is the number of
MTs) converges to the performance of the MR
policy, as expected. In this way, it can be con-
cluded that the ATF policy can adaptively adjust
the utility-based RRA framework presented in
Table 1 in order to provide a dynamic trade-off
between resource efficiency and throughput-
based fairness.

It can also be seen in Fig. 2 that there is not
a considerable advantage in using an adaptive
power allocation for the problem and scenario
considered in this work. The Joint approach pre-
sents a small gain in cell throughput for the
same CFIs compared with the EPA approach.
This gain is due to the faster convergence of the
parameter o when both DSA and APA algo-
rithms are used. Furthermore, a stabilizes in
lower values when APA is used, which yields
higher cell throughput. This small gain comes at
the expense of higher computational cost, which
has to be taken into account by the network
operator.

The RRA framework suitable for RT ser-
vices, which is regulated by the utility-based
beta-rule proposed in this article, is evaluated in
Fig. 3. This figure shows the performance of
three classic policies (PF, M-LWDF and FIFO)
and the new adaptive policy ADF. As expected,
the classic policies present a tradeoff between
resource efficiency, illustrated as the total cell
throughput, and user fairness, represented by
the CFI based on HOL delay. PF uses the radio
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throughput-based

fairness at the

expense of low
system capacity,

while MR is the most

efficient on the

resource usage but

provides an unfair
throughput
distribution
among users.
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PF uses the radlio
resources more effi-
ciently but does not

present so high
delay-based fairness
values, while FIFO
provides maximum
fairness in the delay
distribution but is
very inefficient in the
resource usage. M-
LWDF presents a
good static trade-off,
with cell throughput
as high as the one
presented by PF.

resources more efficiently but does not present
so high delay-based fairness values, while FIFO
provides maximum fairness in the delay distribu-
tion but is very inefficient in the resource usage.
M-LWDF presents a good static trade-off, with
cell throughput as high as the one presented by
PF

.On the other hand, for the same CFIs, the

adaptive ADF policy provides equal or better
cell throughput than the classic policies. Further-
more, the results demonstrate that it is able to
meet successfully the CFTs defined in the simu-
lations (0.5, 0.6, 0.7, 0.8, 0.9 and 1.0). The fair-
ness target of 0.5 is approximately met because
of the structure of the utility-based beta-rule,
which delimitates the action and corresponding

Parameter Value
Number of cells 1
Maximum BS transmission power 1TW
Cell radius 500 m
MT speed static
Carrier frequency 2 GHz
Number of subcarriers 192
Subcarrier bandwidth 15 kHz

Path loss?

Log-normal shadowing standard dev.

Small-scale fading

AWGN power per subcarrier

BER requirement

Link adaptation

Transmission time interval (TTI)
NRT traffic model

Throughput filtering time constant
Minimum o value

Maximum o value

ATF control time window
ATF fairness target (®fitger)
ATF step size ()

ATF filtering time constant

RT traffic model

L =128.1 + 37.6 logg d
8 dB

Typical Urban (TU)
—-123.24 dBm

106

Continuous using effective Shannon capacity formula
0.5 ms

Full buffer

1000

0

10

0.5 ms

Variable

0.1
10

Packets of 32 bytes with interarrival time of 2 ms

HOL delay filtering time constant 100
Minimum § value 0
Maximum B value 10

ADF control time window 0.5 ms
ADF fairness target (@ ge) Variable
ADF step size (1)) 0.1

ADF filtering time constant 10

RT delay budget 100 ms
Simulation time span 5s
Number of independent simulation runs 30

a d is the distance to the BS in kilometers.

Table 2. Simulation parameters.
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performance of ADF inside the range of PF and
FIFO, the two possible extremes of the trade-off
between resource efficiency and delay-based
fairness considering the RRA framework suit-
able for RT services.

Similarly to the case of the ATF policy in Fig.
2, the ADF Joint policy shows a small gain in
system capacity compared with the EPA case.
This indicates that a controllable trade-off can
be properly achieved with less computational
complexity, by applying the ADF policy only to
the DSA algorithm and next applying equal
power allocation among the sub-carriers.

It is also interesting to evaluate aspects relat-
ed to cell coverage and user QoS when the sys-
tem fairness is controlled by the adaptive
utility-based policies proposed in this work,
namely ATF and ADF. Fig. 4 depicts the user
throughput and HOL delay when the ATF EPA
and ADF EPA policies are used in the scenarios
with NRT and RT services, respectively. The
impact of the cell coverage is assessed by consid-
ering different groups of MTs: the ones with
best propagation conditions (10 percent of the
MTs with smallest path loss + shadowing losses,
i.e. located close to the BS), and the ones with
worst propagation conditions (10 percent of the
MTs with highest path loss + shadowing losses,
i.e. located in the cell edge).

Regarding the ATF policy, when the cell fair-
ness target is set to the minimum value (CFT =
1/7) and ATF is configured to work as an oppor-
tunistic policy, we have that the worst MTs are
in outage, i.e. they have no chance to transmit.
On the other hand, the best users have an excess
of QoS in terms of throughput. As the CFT
increases, the ATF takes resources from the
“rich” and give them to the “poor,” improving a
little the QoS of the worst users. Notice that
high fairness (i.e., similar performance between
the best and worst groups) comes at the expense
of capacity loss (trade-off between efficiency and
fairness). Taking into account the ADF policy,
when a small CFT has to be guaranteed, there is
a remarkable difference in the delay-based QoS
of the best and worst user groups. In order to
achieve higher CFTs, ADF performs a control-
lable QoS degradation of the best users in favor
of the rest of the users, but not necessarily for
the worst users. Certainly, as can be seen in Fig.
4, this resource reallocation is not translated
directly in QoS improvement of the worst users,
but at least network congestion, i.e. excessive
delay of many flows, is avoided for a longer peri-
od of time. However, the delay-based fairness
implemented by ADF must be carefully man-
aged when high fairness targets are desired. In
this situation, the packet delays of both groups
approach the RT delay budget, and attention
must be paid to not allow excessive packet losses
due to high delays.

CONCLUSIONS

This work addresses the fundamental problem of
the trade-off between resource efficiency and
user fairness in wireless networks that use oppor-
tunistic radio resource allocation. Using Utility
Theory concepts, two adaptive RRA frameworks
comprised of dynamic subcarrier assignment and
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adaptive power allocation algorithms are pro-
posed in this work. The first one is based on the
utility-based alpha-rule and is suitable for NRT
services, while the second one is based on the
utility-based beta-rule and is suitable for RT ser-
vices. Both frameworks can be designed to work
not only as well-known classic policies found in
the literature, but also as new adaptive policies,
which are able to meet a desired cell fairness
target.

Simulation results show that the adaptive
policies of both frameworks outperform the clas-
sic policies and are able to operate on any
desired trade-off point of their respective effi-
ciency-fairness planes. This is a remarkable
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Figure 4. User throughput and user HOL delay for NRT and RT services,

respectively.

strategic advantage to the network operators,
because they can now control the aforemen-
tioned trade-off and decide in which point on
the plane they want to operate. It can also be
concluded that it is sufficient to apply the utility-
based rules only to the DSA algorithm. Equal
power allocation among subcarriers provides
almost the same result as the utility-based APA
with much less computational complexity.

Finally, it should be highlighted that the con-
ceptual RRA frameworks proposed in this work
can be used in any wireless system with minor
adjustments. Furthermore, the application of
these frameworks in a multicell scenario is
straightforward, since they are based on policies
that use only local BS information.
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