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ABSTRACT

This paper presents a comprehensive approach to solve the
problem of joint dynamic resource allocation in heterogene-
ous wireless networks using a Hopfield Neural Network
(HNN). A generic formulation for packet services with delay
constraints is proposed to decide the optimal bit rate and
Radio Access Technology (RAT) allocation. Some illustra-
tive examples for enhancing the proposed HNN formulation
in order to consider different RAT characteristics are also
presented. Simulations results in a basic scenario show the
potential of the proposed algorithm.

1. INTRODUCTION

One of the main challenges of future wireless telecommuni-
cations systems will be the ability to provide high bit rate
multimedia services with Quality of Service (QoS) guaran-
tees across heterogeneous wireless networks. Nowadays it is
generally acknowledged that Beyond 3G (B3G) systems
encompass network heterogeneity. Different Radio Access
Technologies (RATs) will co-exist and will have to inter-
work in an optimum way, with the objective of providing the
end users, equipped with smart multi-mode terminals able to
simultaneously handle many air-interfaces and communica-
tion protocols, with the requested services and correspond-
ing QoS requirements [1].

The provision of services in heterogeneous wireless
networks is conceptually a very attractive notion. The fun-
damental goal is to make the network transparent to the us-
ers, combining all available RATs into a single system, being
possible to deliver the services through the most suitable
network (“Always Best Connected” paradigm [2]). A key
issue in heterogeneous wireless networks is how QoS can be
provisioned and managed in a flexible and efficient way over
different RATs [3].

Common Radio Resource Management (CRRM) is a
relatively new concept of coordinating in a unified manner
the radio resources over a set of different RATs [4]. By con-
sidering all available resources in all RATs as a whole, a
more efficient utilization can be achieved, which will in turn
be translated into higher capacities for operators and better
satisfaction degree for users.
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Therefore, CRRM fulfils a key role in heterogeneous
wireless networks for providing services with improved ca-
pacity, coverage and quality.

CRRM functionalities will depend on the network archi-
tecture and the coupling scheme. For very tight coupling
schemes, where several RATs each having a Radio Access
Network (RAN) interface a common Core Network (CN),
CRRM and local RRM functionalities may tend to merge
into a single unit, being possible to perform a joint admission
and congestion control, and a joint packet scheduling [5].

In this paper the functionality that decides the most suit-
able bit rate and RAT for each user is called Joint Dynamic
Resource Allocation (JDRA). JDRA will lead to significant
benefits in terms of efficiency in the resource utilization,
thanks to the so-called frunking gain. In particular, JDRA
will play a crucial role maximizing the number of simultane-
ous packet-switched connections, and consequently the over-
all system capacity.

The problem of dynamic resource allocation within a
single system is a well known topic in the literature. How-
ever, not many approaches to the JDRA problem aiming at
finding the optimal resource allocation can be found so far.
Very few specific algorithms have been published to evaluate
the potential benefits of different JDRA strategies even in
basic scenarios. Some illustrative examples are [6] and [7].

This paper presents a comprehensive approach to solve
the JDRA problem in heterogeneous wireless networks for
packet services with delay constraints using a Hopfield Neu-
ral Network (HNN). HNN are considered very good candi-
dates to design dynamic allocation algorithms, since they can
provide feasible solutions to very complex optimization
problems within a very short time [8]-[11], since its hard-
ware implementation can work in real-time. Moreover, HNN
are recurrent networks that operate in an unsupervised mode,
requiring no training.

The rest of the paper is organized as follows: Section II
introduces the JDRA problem. Section III describes the
HNN-based approach, considering a generic formulation for
a heterogeneous wireless network. Section IV explains pos-
sible enhancements to the proposed formulation. Section V
presents the scenario used for numerical evaluations, the ref-
erence JDRA algorithm used for comparison purposes, and
shows some relevant results. Conclusions and future work
are summarized in Section V1.



2. JDRA PROBLEM DEFINITION

In a heterogeneous wireless network, the JDRA algorithm
dynamically manages the allocation and de-allocation of the
radio resources. The JDRA problem adds a new dimension to
the classical resource allocation problem within a single sys-
tem, which is the selection of the appropriate RAT, increasing
considerably the number of combinations possible. JDRA
algorithms are executed every time a new user enters the
system (after being accepted by the joint admission control
algorithm), and during the users sessions.

The objective of the JDRA algorithm is to select for each
user the optimum RAT and amount of allocated radio re-
sources, subject to certain restrictions in terms of total avail-
able resources (that might vary over time, as e.g., the capac-
ity not used by real-time connections), QoS requirements
(distinct for each service and user profile), coverage con-
straints, etc. Note that in heterogeneous wireless networks
each RAT can have distinct coverage areas (e.g., WLAN
deployed only in hot spots), and not all users might be able to
connect to all RATs (e.g., not all terminals with multi-mode
capabilities). Also, some users might not be allocated all pos-
sible bit rates within a RAT, as users far away from the base
station in UMTS. Other information that could be used in the
decision is measurements from the mobile terminals, users
speed, users and operators preferences, etc.

For the sake of clarity and simplicity, it is initially as-
sumed that the JDRA problem consists in finding the optimal
bit rate and RAT allocation for all active users given a certain
set of constraints in terms of available bandwidth in each
RAT, QoS requirements, and traffic and coverage conditions.
Note that some RATs might not be strictly limited by band-
width (e.g., UMTS is typically limited by transmitted power
in downlink and by interference level in uplink), but some-
how making simple approximations a maximum bandwidth
can be usually computed for any RAT. Some illustrative ex-
amples to consider RATs limited by total number of users
and transmitted power are provided in Section I'V.

The JDRA algorithm allocates to each user a certain bit
rate and RAT every frame (users cannot be simultaneously
connected to more than one RAT). An ideal coupling archi-
tecture among the different RATs has been assumed, and no
constraints have been considered when changing the RAT.
(vertical handover) Section IV describes how to take into
account practical considerations when changing the RAT.

To formulate the JDRA problem we consider / active us-
ers in the system, J feasible bit rates in each RAT, and K
RATs in the network. We define the bit rate allocation vector
r = (ry, ..., ;) and the RAT allocation vector t = (£, ..., t)),
where 7; and ¢; denote the bit rate and RAT allocated to the ith
user, r;€[0,J], ;€ [0,K]. In r, the index 0 denotes no alloca-
tion, whereas the index 1 and J denotes the minimum and the
maximum bit rate considered. Users not allocated any bit rate
are denoted by ; = 0 and ¢ = 0. The aim of the JDRA algo-
rithm is thus to find the best r and t possible vectors (optimal
solution), so as to satisfy the design objectives.

Auwailable resources in each RAT are given by the band-
width vector by = (bry, ..., brx), in b/s. It represents the total
available radio resources in the network (capacity constraint).

The QoS performance indicators for packet-switched
services with delay constraints are the packet delay and the
packet dropping ratio (assuming that packets that exceed
their maximum delay are dropped). The JDRA algorithm
shall thus try to guarantee a maximum contracted packet de-
lay and a maximum packet dropping ratio. The maximum
packet delay QoS requirement can be used with the packet
queue information to compute a minimum target bit rate for
each user Ry raget; (b/s). Assuming a FIFO policy for the
packets in the queue of each user, the minimum bit rate re-
quired to guarantee the transmission in due time of the jth
packet of the ith user is given by:

J
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where /;,, is the number of bits of the pth packet in the queue,
Dyx 1s the maximum contracted packet delay (in seconds),
and ¢, is the time in the queue of the pth packet. A minimum
target bit rate that guarantees transmit all packets in due time
can be defined for each user as:

b, Target,i = mj".lX(Rb/J ) . (2)
Note that a continuous transmission at the target bit rate
would avoid packet losses. The target bit rate represents thus

both QoS requirement and traffic conditions.

3. HNN JDRA ALGORITHM
3.1 Optimization based on HNN

The use of HNN to solve optimization problems was
initiated by Hopfield and Tank in [12]. Since then, many
researchers have applied the HNN model to diverse optimi-
zation problems, including dynamic resource allocation [8]—
[11].

Hopfield showed that neurons evolve into their stable
states by gradient descent of an energy function E. The dy-
namics of the HNN can be written as [9]:

w,__U,_E (3)
dt T 0V,
where U; and V; are the input and output of the ith neuron,
V:e {0,1}, and 7 is the time constant of the neural network.
The relationship between the outputs and the inputs of the
neurons is non-linear, and can be approximated by the sig-
moid function:

1
1+e "
where /; is the gain scaling parameter of the ith neuron.

The minima of the energy function occur at the 2L cor-
ners inside the L-dimensional hypercube defined on
V;e[0,1], being L the total number of neurons [12]. There-
fore, any optimization problem turns into defining a suitable
energy function to be minimized, since the dynamics of the
HNN will make neurons evolve to a minimum energy point
(equilibrium state). After reaching a stable state, all neurons
are either ON (if V; > 0.5) or OFF (if V; <0.5).

V= “)



Designing a suitable energy function is not a trivial task,
since HNNs present inherent instability conditions that make
the network converge to spurious solutions. Nevertheless,
with a careful design a HNN can become a practical solution
[13]. HNNs usually include an additional function that per-
forms a local search with a greedy algorithm once the net-
work reaches its equilibrium state, since HNNs might find a
local optimum located near the global optima [11].

The dynamics of the HNN can be simulated solving (3)
numerically (e.g., using first order Euler’s technique):
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where At is the time step. A stable state is reached when the
output value of any neuron does not change by more than a
threshold value AV,,,.x between consecutive updates.

3.2 HNN Formulation

The JDRA problem described in the previous section can be
formulated in terms of HNN using a 3-D HNN with / x
(J+1) x K neurons, where [ is the number of users, J is the
number of feasible bit rates in each RAT (an additional neu-
ron is used to account for the case of no allocation), and K is
the number of RATs in the network.

The allocation matrix is given by the output value of
neurons, denoted by V = [Vju], ie[l[], je[0J] and
ke [1,K], and indicates the bit rate and RAT allocated to each
user (i.e., bit rate r and RAT t allocation vectors). Each neu-
ron output Vy is associated a bit rate (in b/s) given by the bit
rate matrix Ry, = [Ry ). Each neuron output V', characterizes
the allocation of user i, bit rate j, and RAT £, as can be seen
in Fig. 1:
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Note that if a neuron Vjy is ON, all neurons corresponding to
user i (Vi m #J, n # k) must be OFF. A user is not allocated
any bit rate when Vyy, = 1, ke [1,K].

In order to take into account the coverage constraints, it
is introduced an allocation indicator matrix ¥ = [y;]. This
matrix indicates the bit rate and RAT allocations possible for
each user. Neurons that represent unfeasible allocations (i.e.,
cannot be ON) are denoted by y;; = 1, whereas feasible
allocations are denoted by y;; = 0. The allocation indicator
matrix could be also used in case some RATs had less
number of feasible bit rates than J, or to consider different
grades of services with different sets of allowed bit rates.

For the sake of clarity, it is introduced a cost function to
maximize the overall resource utilization in the network and
favour or penalize certain allocation conditions. The costs are
given by the cost matrix C = [Cy], where Cjjc denotes the
cost associated with user i, bit rate j, and RAT k. The cost
function is defined as:

otherwise.

Rb ijk
Cijk = = + az}k + ﬂi/'k (7)
b, max

where Rpmax is the maximum bit rate considered, and o
stresses the attainment of the target bit rate for each user:
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Fig. 1. 3-D HNN as the JDRA allocation.

1 R ., 2R .
a,-/-k _ { b,ijk b, Target,i (8)

10 R, <R

The term S is used to prioritise the different RATS (it could
also be used to consider user and operator preferences).

Maximization of the cost function will tend to maximize
the resource utilization, while trying to guarantee a maximum
packet delay by guaranteeing a minimum bit rate.

In order to avoid that some users obtain all resources, the
allocation indicator matrix is used to disable bit rates higher
than the first available bit rate higher or equal than Ry, rarget; in
each RAT. In case all users get their target bit rate and there is
bandwidth left, a Greedy algorithm will try to allocate higher
bit rates until exhausting all resources.

The proposed 3-D HNN energy function for solving the
JDRA problem is based on the formulation introduced in [9],
with the enhancements proposed in [14] to ensure maximum
resource utilization while optimizing the neural network con-
vergence:
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where yu; are the weighting coefficients, Cp. is introduced to
normalize the cost function to unity (depends on the value of
Bix), and & is the capacity constraint matrix, defined as:

T
&= u[—’—lj .
" by,

Being u(e) the unit step function and #;; an indicator of the
bandwidth utilization. It represents the bandwidth used at
RAT £ if the jth bit rate is allocated to the ith user, and the
rest of users are assigned their current bit rate weighted by

the real value of the neurons that are ON V’?N (neurons OFF

(10)

are not considered):

(11)



The first term maximizes the cost function, driving the
HNN toward higher resource utilization while trying to guar-
antee a minimum bit rate for each user. The second term en-
sures that the sum of allocated resources in each RAT does
not exceed the resources available. The third term prevents
the use of forbidden bit rates and RATs due to lack of cover-
age, or when the system provides different grades of services.
The remaining terms are auxiliary factors which ensure rapid
convergence to correct stable states of neurons. Specifically,
the fourth forces all neurons to a stable state (either 0 or 1),
whereas the fifth term assures that only one neuron is ON for
each user.

Finally, the last step to design the HNN is to determine
the weighting coefficients (1) of the energy function. It is not
a trivial task since several criteria must be taken into account,
and all terms shall be weighted correctly [13]. Considering
similar criteria as the ones proposed in [9], the following
values have been decided:

11 =4000; u, =5000; p; =06000; ws=2800; us==8000;

The set of system parameters for simulating the pro-
posed HNN considered are:

=1, vi=1;

At=10% AV =10

4. NUMERICAL EVALUATION
4.1 Reference JDRA Algorithm

The reference JDRA algorithm considered simply allo-
cates the target bit rate given by (2) to each user until ex-
hausting resources. The algorithm sorts users according to
their target bit rate in ascending order, and sequentially allo-
cates to each user the first available bit rate higher or equal
than his target bit rate if possible. The algorithm checks
which RATs each user can be connected to, and gives prefer-
ence to the RAT with the highest capacity and lower cover-
age, and so forth. If the target bit rate cannot be reached, the
algorithm allocates the maximum bit rate possible.

4.2 Simulation Scenario

Initial evaluations of the proposed JDRA algorithm have
been performed in a basic scenario, considering only three
concentric cells (each cell corresponding to one RAT), with
cell radii of 150 m, 650 m, and 1 km. The total bandwidth
available in each RAT is 10 Mb/s, 2.5 Mb/s, and 625 kb/s.
The set of feasible bit rates in each RAT considered are:
{384, 512, 640, 768, 1024} kb/s, {32, 64, 128, 192, 256}
kb/s, and {16, 32, 64, 80, 92} kb/s.

The values of the term S in (7) considered for each
RAT are B = 1, Bj» = 2/3 and B3 = 1/3 (j > 1), to prioritise
the RATs according to their bandwidth and coverage. The
choice of these values should be done considering the differ-
ent values the cost function might take.

Users can be allocated the whole set of bit rates in each
RAT if they are in the coverage area. Users are distributed in
such a way that one third of users are within the coverage
area of the first RAT, and two thirds within the coverage area
of the second RAT. Users move according a random walk
with an average velocity of 3.6 km/h.
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Fig. 2. Average packet delay (ms) vs. number of users.
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Fig. 3. Packet dropping ratio (%) vs. number of users.
Traffic mix 50% Class 1 users and 50% Class 2 users.

The traffic model considered is based on the traffic
model for packet service of 3GPP. It is assumed that users are
always active. The average reading time between packet calls
is 30 s. The average number of packets within a packet call is
25, with an average time between packets of 30 ms. The
packet length follows a Pareto with cut-off distribution with
shape parameter 1.1, minimum packet size 81.5 bytes, and
maximum packet size 6000 bytes. These parameters give an
average requested file size of 9.15 kbytes, and an average bit
rate at the source level of 90 kb/s.

Two user profiles, namely Class 1 and Class 2, have
been considered with maximum packet delays of 100 ms and
200 ms respectively. The JDRA algorithm is executed every
10 ms to re-allocate bit rates and/or RATs to all active users.

4.3 Numerical Results

Fig. 2 shows the average packet delay as a function of the
number of users in the network with a traffic mix of 50% per
traffic class, for the HNN and the reference JDRA algo-
rithms. Fig. 3 shows the average packet dropping ratio.



It can be noticed that the HNN algorithm provides a
lower average delay and dropping ratio than the reference
algorithm for all traffic loads considered, revealing that the
HNN algorithm is able to adapt the resource allocation to the
specific traffic conditions. Note that the reference algorithm
provides a nearly constant average packet delay. However,
the packet dropping ratio increases drastically once a certain
load in the system is achieved. The HNN algorithm does not
suffer this effect, due to its better efficiency in the resource
allocation process, increasing both packet delay and dropping
ratio slightly with the number of users in the system.

5. HNN FORMULATION ENHANCEMENTS
5.1 RAT Modelling

In the HNN formulation proposed, each RAT has been
characterized with a set of feasible bit rates and the available
radio resources are expressed in terms of bandwidth (in b/s).
Another approach would be to limit the maximum number of
active users in a RAT, Ny, and share equally the bandwidth
among users. In this case, only two neurons per user are
needed to denote whether they are connected or not (J = 2),
and the associated cost could be simply constant. The indica-
tor of the resource utilization would be (b, = Nry,):

I J=2
My =1+ 22 V0

m=1 n=1
m#i

(12)

A more complex approach would be to consider the
maximum transmitted power as the available resource, Pry,
and take into account that the amount of power that each user
needs depends not only on the bit rate, but also on the user
position and interference conditions, as in WCDMA systems.
In this case, bt = Pry, and the #; factor would be [11]:
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where Lp is the path loss between the ith user and the base
station, Py is the thermal noise power, y; is the intercell inter-
ference experienced by the ith user, p is the orthogonality
factor, W is the transmission bandwidth, and (E,/No) is the
energy per bit to noise power density ratio of the bit rate R, .

(14)

5.2 Vertical Handovers

In this paper no limitations have been considered when
performing vertical handovers between different RATs. In
practice, a minimum execution time is required due to im-
plementation constraints. One possibility would be to use the
allocation indicator matrix P, to introduce a minimum time a
user has to be anchored to each RAT, as proposed in [15].
This approach can be used as well to avoid users changing
RAT continuously (ping-pong effect).

6. CONCLUSIONS AND FUTURE WORK

This paper has presented a novel JDRA algorithm for
packet-switched services with delay constraints in heteroge-
neous wireless networks using a HNN, where the decision
variables are the bit rate and RAT allocated. The algorithm
has been evaluated through simulations in a basic scenario,
showing its potential due to its high capability to adapt itself
to the specific scenario conditions.

In the future work, we will consider a heterogeneous
network comprising GERAN, UTRAN and WLAN, modify-
ing the proposed generic formulation to each specific RAT.
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