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Abstract- Packet transmission combined with WCDMA 

(Wideband Code Division Multiple Access) access technique 
defined in the Universal Mobile Telecommunication System 
(UMTS) provides high flexibility in resource allocation in order to 
integrate multimedia services with different requirements. 
However, this flexibility requires to design an efficient call 
admission control (CAC) able to control the number of active 
users in a system where capacity varies according with the level of 
interference. Taking into account the stochastic nature of 
multimedia traffic and the changes in the available capacity in the 
CDMA system, an effective capacity request is derived and used 
to characterize the resources required by each mobile user in 
order to meet its respective quality of service requirements. These 
requirements are expressed in terms of rate and delay constraints 
in addition to the signal to interference ratio.  After setting an 
effective capacity threshold for the system, a linear 
approximation is used to find the total amount of resources 
required by all the mobile users already admitted in the system 
and the new connection request. Packet transmission is 
considered for both real time and non real time services while a 
centralized demand assignment algorithm has been implemented 
in order to provide QoS in the packet level. Performance in a 
multicell scenario and in time variant wireless channel conditions 
has been evaluated considering channel-stated scheduling 
algorithms. Computer simulation results are given to 
demonstrate the performance of the proposed method. 

 

I. INTRODUCTION 

As mobile communications and Internet converge, packet 
based multimedia services, including IP telephony are 
expected to be a dominant traffic component on the Third 
Generation Wireless Networks. Packet transmission combined 
with Wideband CDMA access technique defined in the UMTS 
(Universal Mobile Telecommunication Systems) air interface 
will provide high flexibility to integrate multimedia services 
with different requirements including services with tight delay 
constraints. However, to exploit this flexibility ensuring the 
appropriate QoS requires an efficient coordination and a more 
complex and sophisticated design of two traffic control 
mechanisms: call admission control (CAC) and flow control. 
In interference limited CDMA systems, good interference 
handling by means of radio resource allocation schemes plays 
an important role to enhance the performance and to increase 
the system capacity. In this way, call admission control 
indirectly controls interference by limiting the number of users 
in the system. The acceptance of a new connection depends on 
the fact that the negotiated signal to interference ratio values 
can be achieved by each existing connection, once a new one 
is activated. Note that ideally, call admission control should be 
able to accept a call only if a new equilibrium of the power 
control can be reached. However, in a scenario with 
integration of real and non real time services using packet 
transmission, requirements in terms of rate and delay 
constraints must be also taken into account. In a packet time 

scale, the medium access control/flow control balances the 
system interference and arranges transmissions on a frame to 
frame basis by scheduling users according with their quality of 
service requirements in terms of the maximum allowed delay, 
rate and bit error rate. So, results obtained from packet level 
have to be taken into account in order to infer and support an 
efficient method for CAC.  

The flexibility of packet transmission mode in addition to 
the CDMA access improves system efficiency but increase the 
complexity of the CAC. Given that in CDMA capacity varies 
due to changes in the interference, the design of CAC has 
associated two main design problems: a) to set an effective 
CAC threshold to guarantee the QoS for an integration of 
various service types, and b) to achieve the maximum 
resources utilization efficiency. 

The problem of setting an effective CAC threshold has been 
addressed before in quite a lot of works [4][5][6][11]. In 
general, two CAC styles can be found in these references: 
CAC that derive an average cell capacity based on the allowed 
number of active connections and CAC based on the 
transmitted power or the total interference level. [4] presents 
useful expressions for system capacity evaluation. However, 
since the erlang capacity is calculated based only on blocking 
rate, the communication quality is not guaranteed and its 
relation with erlang capacity is left unclear. A distribution 
function of interference is determined in order to evaluate the 
blocking probability. [4] shows that the mean and variance of 
other-cell interference can be approximated by the intracell 
interference multiplied by a constant coefficient f. In [5] 
expressions of the QoS (packet loss) and GoS (grade of 
service) as functions of traffic intensity and CAC thresholds 
have been derived although only a type of service is 
considered. In [6], an effective capacity (rate), taking into 
account the stochastic nature of traffic and the delay 
requirements in a multimedia scenario, is used to characterize 
the resources required by multimedia services. The proposed 
method, though useful, has been shown to be conservative. In 
[11] an interference-based CAC strategy is proposed. A new 
user is not admitted by the uplink CAC if the new resulting 
total interference level is higher than a threshold value. This 
threshold is the same as the maximum uplink noise rise and 
can be set by radio network planning. Although this method 
could guarantee the signal to interference ratio for all admitted 
connections, packet level quality constraints in terms of delay 
requirements are not assured.  

In any of previous references, no specific MAC protocol has 
been developed in order to provide differentiated QoS. We 
have introduced this specific factor. Computer simulation 
results obtained from packet level have been evaluated in order 
to infer an effective capacity threshold and to support the 
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evaluation of future CAC policies. Several research studies 
have addressed this last issue. Static and dynamic prioritization 
and sharing schemes, associated with static or adaptive 
reserves of resources, have been proposed in order to allow the 
system capacity to be shared among the various traffic types 
and/or to protect the handoff connections from the new 
connections. In this paper we evaluate the performance of a 
variable channel reservation based on the estimated position 
and movement of mobiles stations (MS’s). This estimation is 
performed considering measurements reported by the MS. 
Computer simulation results demonstrate the efficiency of the 
proposed CAC threshold in a multimedia scenario and also the 
effective handoff priority provided by the proposed 
distributed-adaptive CAC policy. 

 
II. PACKET TRANSMISSION IN WCDMA 

The study has been associated to the WCDMA concept 
defined in UMTS and limited to the uplink. Both transmissions 
of real-time and non real-time services have been performed in 
packetized form over the physical data channel (DPDCH). 
Note that, although WCDMA specification currently considers 
transmission of real-time services in circuit mode, it could be 
addressed using either circuit or packet switched modes, being 
the latter the most topical for future popular services. A 
centralized demand assignment protocol has been implemented 
to integrate services with QoS. In this case, each MS, which 
has packets waiting to transmit, setups a dedicated code using 
an initial Random Access request, wherein the type and traffic 
parameters are specified. Then, the network evaluates the 
request and decides if the necessary resources can be provided 
to the MS in order to support its QoS. Once the dedicated 
channel (code) is assigned, the MS is not allowed to start the 
transmission, it needs to wait that the base station (BS) 
specifies the times in which it can transmit. Both MS 
transmitted powers and transmission rates may be considered 
as controllable resources by the network. Thus, the scheduling 
disciplines at BS, in coordination with a minimum transmitted 
power criterion, are responsible for arranging packet 
transmissions within their specified rate requirements and 
delay tolerances, being channel conditions of individual users 
in mind. The purpose of the minimum power control criterion 
is to meet the Bit Error Rate (BER) of simultaneously 
transmitted packets, assigning an optimum level to the 
transmitted power from all the MS’s in such a way that 
interference caused to other cells is minimized and thus 
throughput is maximized. Besides, the level of interference at 
BS is always maintained under a threshold while MS output 
powers are constrained. Several scheduling strategies based on 
static and dynamic priorities have been considered and proved 
to perform differentiate QoS. A detailed description of the 
protocol and the scheduling strategies can be found in [2]. 
However, some assumptions about power assignment are 
reviewed in the paper in order to support the analysis of the 
effective user capacities of s and the threshold system capacity. 

Note that this proposal differs from packet transmission 
modes defined for the moment in UTRA (short infrequent 

packet on RACH and short number of successive frames on 
Common Packet Channels (CPCH) [1]). However, we have 
considered the mentioned alternative in order to transmit large 
or frequent data packets without content for a code.  

 
III. CALL ADMISSION THRESHOLD 

The set of requirements associated with a MS i located in a 
cell k: maximum delay and delay jitter, minimum rate ri,k and 
maximum bit (BER) or block (BLER) error rates, can be 
mapped into an equivalent (Eb/No)i.,k constraint denoted by γi : 
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where Eb is the bit energy, No the total interference density 
received at the BS, ηo the thermal noise spectral density, Iint,k. 
and Iext,k  the intracell and intercell interference respectively, 
Pi,k the transmitted power associated to the MS i located in cell 
k, hi,k the path loss between MS i and the BS k, N the number 
of users in the cell k and W the available bandwidth in the cell 
(chip rate). It has been shown that, considering that power 
output constraints are applied to MS, max,,,0 kiki pP <<<<<<<< , the 
power control problem in a cell is feasible if and only if [3]: 
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We consider Cmax(t) is the maximum available capacity in 
the cell, Ci the consumed capacity by a MS and η(t) is the 
reserved capacity needed to guaranty the power constraints to 
MS’s in a frame. A minimum value of parameter η equal to 
0.1 is considered in order to limit the maximum total power 
received at the BS Itotal,k.  

If condition (2) is achieved for a set of rates and Eb/No 
values, then the power can be obtained using (3). 
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Note that in a certain frame, where Nsch is the number of 
scheduled users, the relation (4) is satisfied. 
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The ratio between inter and intracell interference f(t), and 
the channel condition should be known in order to achieve the 
minimum transmitted power criterion with accuracy. Ratio f(t) 
is estimated from the ratio measured in the previous frame.  

0-7803-7701-X/03/$17.00 (C) 2003 IEEE



Taking into account condition (2), scheduling at the BS 
arranges transmissions of MS’s according to algorithms related 
with delay and rate requirements. MS’s which can not meet 
Eb/No requirements are delayed although could be in contact 
with the base through the Dedicated Control Channel 
(DPCCH) (to perform closed power control). Unused 
resources (power and instant of transmission) are assigned to 
the rest of the users. Note that the waste of capacity associated 
to DPCCH must be added in (2). In addition to the scheduling 
strategies based on delay and rate requirements, we have 
considered a channel–state dependent scheduling algorithm 
based on the required value of parameter η [2]. MS’s which 
require a high value of η could be delayed in order to provide 
permits to more users. 

Once we have described theoretical expressions for capacity 
in the packet level time scale, we will explain the development 
of the effective CAC. In our case, unlike [4][5][6], the 
scheduler limits the number of MS’s transmitting in a frame, 
thus, a priori, every MS having permit to transmit must reach 
its Eb/No constraints (condition (2) is satisfied). So, only 
imperfections in the estimation of ratio f(t) could prevent it, 
given that almost perfect channel estimation could be assumed 
thanks to DPCCH. Thus, users can only not satisfy their QoS 
constraints related with delay constraints. Real time services 
drop packets that exceed delay constraints, so a specific drop 
probability constraint is imposed as QoS criterion.  

 On the other hand, simulation results show that initial 
capacity Cmax(t) maintains the same statistical distribution, 
which has been shown to correspond to a gamma distribution, 
with the same mean an variance independently of the number 
of active users in the system, being only dependent of the 
propagation parameters, closed power control inaccuracy and 
the spatial distribution of MS’s within the cell.  However, in 
order to perform CAC, we use an alternative measure of the 
capacity (5), more dependent of current active users, which 
provide a more accurate bound.   
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Simulations show that Cini(t) can be characterized by a F-
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=

Nsch

i
i tC

1
)( can be 

modeled as a product of Gamma distributions. This 
distribution is maintained considering either one type of traffic 
or an integration of real time and non real time services. 
However, for the moment, in order to simplify the analysis, we 
will only consider real time services, and only one type of 
traffic.  

Note that if there are Ni MS’s admitted in a cell, the 
probability of ki active users may be expressed as a binomial 
distribution (6), where ρi is the activity factor associated to 
class i MS’s. Distribution of active users is not the same as 
distribution of scheduled users. However, while Ni is below the 
CAC threshold (characterized by the maximum number of MS 
allowed, Nmax,i) they could be considered equal, which 
simplifies the parameters of the F-distribution associated to 

Cini. 
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Considering the distribution of the available capacity Cini,,  
the delay probability can be calculated as the fraction of all 
active users that can not transmit due to the absence of 
available capacity in a specific frame (7). (pCini is the pdf. of  
Cini.)    
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If we assume no delay tolerance, the maximum number of 
allowed users, considering a threshold to the Pdelay, represents 
an admission region bound, given that in fact, in this case, 
Pdelay is equal to the dropping probability. However, this 
assumption is very conservative given that we can assume 
some tolerance to the delay to almost any real time service. 

Instead of Ci, an effective capacity, Ci,ef (introducing the 
delay influence) must be derived in order to provide a more 
accurate result. Probability εi is the probability that delay 
associated to packets of any connection k belonging to class i 
exceed delay requirements. So, if we are able to obtain the 
delay distribution of the individual sources, the capacity of the 
system in terms of number of MS’s (Nmax) can be calculated as 
(8) and, in addition, the effective capacity associated to MS of 
class i as (9):  
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[[[[ ]]]] maxmaxefi NCEC /, ====                                                           (9) 

where E[Cmax] is the mean of the capacity Cmax , estimated in a 
period of time. To obtain Nmax, we need to compute the delay 
distribution for individual sources considering their BLER and 
service rate requirements, the variable wireless capacity and 
the error control scheme (selective repeat algorithm is 
implemented). To consider all these factors together in a single 
analytical model seems inaccessible, so we have made the 
analysis in two steps. The probability that delay does not 
exceed delay requirements is computed as the probability that 
capacity assigned to the individual connections, in a time 
interval equal to delay tolerance Dmaxk counted from the 
instant of the packet arrival to the queue (ta), is higher than the 
capacity required to transmit all packets waiting in the queue 
when packet arrives, qk(ta) (10).  
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is calculated using a model that includes the selective repeat 
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scheme, the capacity assigned to a connection calculated 
depending on the delay probability calculated in (7), Pd, and 
the error probability related to the Eb/No requirement, Pe. 
Calculus of Pe includes the effects of the little deviations in the 
Eb/No due to errors in the estimation of ratio f(t) and channel 
conditions (they have been statistically modeled). Model 
considers that all packets waiting to transmit must receive 
service within their specific delay requirement.  

On the other hand, the probability of queue occupation when 
a packet arrives is calculated from an analytical model that 
considers the evolution in the queue occupation when the 
source doesn’t generate traffic and when the source is in active 
state (Remember that traffic is assumed to be bursty). The 
interaction between sources and the corresponding changes in 
the assigned capacity due to changes in traffic distributions are 
included in the model. In this case, delay tolerance of users is 
only represented by the maximum size allowed to the queue 
and no additional considerations are taken into account. A 
detailed description of the analytical models for queue and 
delay distribution can be found in [14]. 

In the previous analysis only one type of traffic has been 
considered. The extension for an integration of several real 
time users with different BLER and rate requirement is 
immediate considering the effective capacity computed 
separately for each type of traffic. So, a linear approximation 
can be used to find the total resources required by all the MS’s. 
In a first instance, we can consider a conventional CAC that 
allows a new user into the radio access network if condition 
(12) is satisfied. 

[ ]maxefnew
celli

efi CECC <+∑
∈

,,            (12) 

where  Cnew, ef  is the effective capacity of the new user.  
When an integration of real time services with different 

delay requirements is considered, linear approximation has 
been shown to be also valid. However, it could be necessary, 
in some cases, to define a little reserve of capacity in order to 
prevent little deviations from the linear approximation. Note 
that effective capacity associated to non real time services is 
calculated considering their mean bit rate in capacity Ci. 

 
IV. CALL ADMISSION CONTROL TECHNIQUES 

To evaluate the system performance we have considered 
new call blocking probability and handoff dropping probability 
due to unavailability of wireless capacity after a handoff. To 
force termination of an accepted call due to a handoff failure is 
less desirable than blocking a new call, so we have made a 
variable resource reservation for handoff calls depending on 
the MS mobility behavior. We compare the results with a 
complete sharing approach although it is known that complete 
sharing and complete partitioning are not the most convenient 
strategies to be used.  

In our case, call admission decision is made in a distributed 
manner near to that used in [12][13] for fixed capacity 
systems. Each BS makes an admission decision by exchanging 
state information with the adjacent cells periodically. BS’s 
estimate the future MS handoffs using information of power 

and quality measurements reported by each MS. We assume 
that the power measurements will come from the current and 
adjacent cells. The control system knows which of the adjacent 
cells are potential candidates to handoff, especially when 
channel degradation becomes important. A MS placed in a 
degradation area, defined in the limits of the cell, has high 
probability to handoff within a time interval. Using 
information about the evolution in the power levels received 
by a MS in this region, it could be possible to predict in some 
cases the direction of movement of the MS and prevent in 
some cases unnecessary resource reservation. 

Therefore, when a MS i is predicted to handoff, an 
indication of a capacity reserve equal to Ci,ef  is sent to the 
predicted destination in order to pre-allocate resources for the 
expected handoff. A reservation may be no longer required and 
cancelled. Reserves are interchanged periodically between 
cells. So, a handoff call, with effective capacity Cnew_handoff,ef , is 
accepted if: 

[ ]maxefhandoffnew
celli

efi CECC <+∑
∈

,_,           (13) 

whereas a new call is only admitted if: 

[ ]max
cellsadjj

handoffadjprjefnew
celli

efi CECCC <++ ∑∑
∈∈ _

__,,,       (14) 

where Cj,pr_adj_handoff is the reserve of capacity associated to the 
MS’s from the adjacent cells. 

Note that false reservations increase the blocking probability 
for new call request. However, call handoff requests are 
treated equally independently whether specific MS had made a 
reservation or not. All the reserved capacity at any moment is 
used in a complete shared way to serve handoff requests. After 
a successfully handoff, the reserve of capacity, if available, is 
decreased in the corresponding Ci,ef. 
 

V. SIMULATION MODEL 

We propose a cellular system model composed by 19 
hexagonal cells (radius=2Km). Only interference from the 
first-tier of adjacent cells is considered. Wrap-around 
technique is used to avoid border effect. Macrocell 
propagation model proposed in [7] is adopted for path loss. 
Log-normally distributed shadowing with standard deviation 
of dB8=σ  is added according with the model proposed in [8]. 
Additionally, a multi-path fading environment proposed in [9] 
is considered. 11dB antenna gain and thermal noise power  of 
–103dBm are assumed [7]. MS’s have a maximum output 
power of 27 dBm according with class 2 defined in [9], and 
move with a speed between 25 to 50Km/h. Initial localization 
is selected randomly (uniform distribution). MS can change its 
direction of movement within an angle of ±π/6 each 1s and 2π 
each 20s.  

Two kind of traffic sources: Real Time Services (Class I.1-
Data services with delay constraints of 300 ms and Class I.2 
data services with delay 150ms) and Non-real Time Services 
(Class II - Data services with non-delay constraints) are 
considered. Convolutional coding rate ½ together with a 
retransmission scheme (ARQ) are used to achieve BLER=10-2 
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in both cases. Real-time sessions are based on Packet Calls 
with a number of packets exponentially distributed with mean 
35 packets (Class I.1) and 40 packets (Class I.2), while a 
service of 36kps (transport block of 360bits and real 
transmission rate of 120kbps) is assumed. Average inter-
packet arrival time is 10ms, while packet call inter arrival time 
is exponentially distributed with mean 1s.  On the other hand 
we assume that each user generates a single connection/call 
and connection/calls arrive to the system according to a 
Poisson process of intensity λ. Call length is exponentially 
distributed with mean 180s and a user leaves the system as 
soon as the call ends.  

Non-real time traffic sources are based on the model 
presented in [10]. Two types are considered: 8kbps and 
32Kbps data rate services. 
 

VI. SIMULATION RESULTS 

We present some results in order to assess the performance 
of the connection admission control. Fig 1 compares the delay 
and dropping probabilities computed with models (7) and (10) 
and the simulations results when only class I.1 MS’s are 
considered. The delay probability obtained with model (7) is 
closed to that obtained in the simulation. However to consider 
this parameter as a measure of dropping probability becomes 
in a considerable error. On the other hand, the dropping 
probability calculated when delay tolerance is included in the 
model is very closed to those obtained in the simulation. 
Similar results are obtained for Class I.2.  
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Fig. 1. Delay probability and packet dropping probability. 

Fig 2 shows call admission limits when an integration of 
class I.1 and class I.2 and a dropping probability of 1% is 
considered as quality criterion. In this particular case, handoff 
has not been considered in simulations. MS’s restrict their 
mobility inside the internal circle of radius D=2Km of the own 
cell. MS’s can change their direction of movement without 
restrictions each 1s. 

In Fig 3 and 4 computer simulations show, for the same 
combination of MS, the efficiency of the proposed CAC 
method considering homogeneous loading distributions in 
cells.  In this case MS’s move between cells according with the  
model described in section V. Handoff rate is near to λ/4. 1% 

packet dropping probability is assumed as criterion of quality 
and effective capacity associated with MS’s is computed in 
order to agree with this criterion. Note that dropping 
probability is always maintained under quality constraints. On 
the other hand, the variable reservation method for CAC 
provides good results in terms of call blocking vs. handoff 
dropping probability. 
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Fig. 2 CAC limits for an integration of class I,1 and  I.2 users. 
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Fig. 3.  CS vs VR CAC. New call blocking and handoff dropping 

probability vs. offered traffic. 
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Fig. 4.  CS vs VR CAC. Packet dropping probability vs. offered traffic 

considering homogeneous traffic distribution in cells. 

0-7803-7701-X/03/$17.00 (C) 2003 IEEE



Figures 5 and 6 show call blocking vs. handoff dropping 
probability and packet dropping probability considering 
heterogeneous loading distributions in cells. We have 
considered an offered load corresponding with a mean of 30 
class I.1 and 46 class I.2 active mobiles in the central cell, 
whereas adjacent cells support a load that varies from the 60% 
to the 140% of the offered load in the central cell. Results 
agree with those obtained in the homogeneous load case.  
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Fig. 5 .CS vs VR CAC. New call blocking and handoff dropping      
probability considering heterogeneous traffic distribution in cells. 
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Fig. 6.  CS vs VR CAC. Packet dropping probability considering 

heterogeneous traffic distribution in cells. 

 
Similar results are obtained when an integration of real and 

no real time traffic is assumed. On the other hand, the 
evaluation of the interference levels shows that an 
interference-based CAC in the way of [11] results in an 
underestimation of the capacity.  Considering only class I.1 
mobiles, a limit of –95.2dBm in the interference level is 
needed in order to guarantee QoS requirements, whereas a 
limit of  -96dBm is need when an integration of class I.1 and 
class I.2 is considered (in a same way that Figure 3 and 4) and  
-94.3dBm when a integration of class II mobiles and 30 class 
I.1 mobiles is evaluated. So, interference threshold must be set 
according with delay requirements of MS and adapted to take 

into account the time variations on the distributions of traffic 
sources. On the contrary, the proposed method has the 
advantage that effective capacities associated to MS’s have 
shown only very slight changes. 
 

VII. CONCLUSIONS 

In this work we have evaluated the performance of a CAC 
method for W-CDMA UMTS networks. Packet transmission 
has been considered for both real time and non real time 
services using a centralized demand assignment protocol. 
Results obtained form packet level provide useful information 
in order to induce capacity bound. Delay constraints associated 
to individual traffic classes are considered in order to set an 
accurate threshold of CAC. The results show that the proposed 
CAC threshold allows guarantees QoS and GoS both 
considering uniform or non-uniform traffic distributions in 
cells. 
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