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Abstract— In this work, an approach to an Advanced Spectrum 
Management (ASM) framework in a multicell OFDMA network 
is given. The aim of this paper is to illustrate that an ASM opera-
tion over a multicell OFDMA scenario enables the efficient use of 
the available spectrum. Then, some spectrum bands could be 
released by primary or licensed spectrum holders in a geographi-
cal area to be shared with or rented to other secondary markets 
in a cognitive radio environment. 
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I.  INTRODUCTION 
The regulatory perspective on how the spectrum should be 

allocated and utilized in future wireless scenarios is evolving 
towards a cautious introduction of more flexibility in spectrum 
management together with economic considerations on spec-
trum trading. This new spectrum management paradigm is 
driven by the growing competition for spectrum and the re-
quirement that the spectrum is used more efficiently [1]. A 
broad view in that respect is to examine spectrum utilization 
from a time/location/band/power perspective as suggested in 
the Federal Communications Commission Spectrum Policy 
Task Force Report [2], where it was stated that the spectrum 
shortage results from the spectrum management policy rather 
than the physical scarcity of usable frequencies. Since then, this 
underutilization of spectrum has stimulated a great research 
interest in searching for better spectrum management policies 
and techniques [3][4]. 

In this framework, dynamic spectrum management strate-
gies have been seen as effective approaches to use the available 
spectrum optimally in time and space among the different Ra-
dio Access Technologies (RATs) [5]. For this reason and to get 
a better spectral use, primary and secondary spectrum markets 
can be envisaged, so that primary operators release as much 
spectrum as possible to lease it to secondary markets.  

The objective for the primary operators is to get the maxi-
mum spectral efficiency and profit from spectrum without de-
grading the satisfaction of the users. Then, in order to make 
attractive to primary operators renting their precious spectrum, 
the business model of the secondary market should be different 
from that of the primary operators (e.g., a cellular and a video 
broadcasting operator), so that they do not compete directly 
within the primary market. For example, the spectrum in the 
secondary market could be used in an infrastructure-less man-

ner (e.g., opportunistic ad-hoc cognitive radio networks) so the 
secondary market is not using the primary spectrum perma-
nently. The economic profit is clearly an incentive for the pri-
mary operators that will make profitable the investments made 
on acquiring the spectrum licenses.  

To cope with that framework, it is important to have a 
flexible radio interface that enables a flexible spectrum man-
agement. OFDMA (Orthogonal Frequency Division Multiple 
Access) is the candidate technology for achieving that interface 
[6]. Typically, the radio resources in OFDMA RATs are di-
vided in both time and frequency, building a time-frequency 
grid where the minimum radio resource that can be assigned is 
usually named as a Resource Block (RB). In frequency, the 
whole available bandwidth is divided into groups of adjacent 
subcarriers or chunks whereas in time it is divided into frames. 
Therefore, this flexible RAT should be exploited to get the 
desired objective of spectral efficiency. 

Furthermore, a flexible chunk allocation mechanism that 
adapts to users’ requirements is also desirable. In fact, the con-
ventional schemes (e.g., reuse 1 where all chunks are assigned 
to all cells or reuse 3 where all chunks are distributed regularly 
between groups of 3 cells) are static since the allocation of fre-
quency resources to cells is uniform and cannot be changed 
dynamically. This means that the frequency deployment cannot 
be adapted to nonhomogeneous spatial traffic distributions and 
their variation in time. Moreover, the application of advanced 
spectrum techniques such as spectrum pooling [7] or spectrum 
sharing [8] when using conventional schemes may be hard. 
That is, it is no easy to find a group of cells where the same set 
of chunks is not used to be offered to another spectrum holder.  

In this paper we present a framework that constitutes a first 
step to ASM in a multicell OFDMA system. Specifically, a full 
Dynamic Spectrum Allocation (DSA) algorithm that considers 
the heterogeneous spatial traffic distributions to decide a proper 
chunk-to-cell assignment is presented. It is shown that the pro-
posed scheme improves spectral efficiency, maintains users’ 
satisfaction and allows releasing some frequency bands in large 
geographical areas, so that, e.g., they can be used for opportun-
istic spectrum access by cognitive secondary users.  

 The paper is organized as follows. The ASM framework is 
presented in section II, explaining the scheduling mechanisms 
and the dynamic algorithm proposed in this paper. Section III 
presents the simulation model while results obtained are shown 
in section IV. Finally, section V concludes this paper. 
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II. ASM FRAMEWORK 
The ASM framework presented in this paper is divided into 

two decision blocks. One is called Short-Term Scheduler (STS) 
and tries to exploit multiuser diversity due to fast frequency 
selective fading in the short-term. The other is denoted as ASM 
scheduler and provides the dynamic chunk-to-cell allocation in 
the system in the medium-long term. This scheduling architec-
ture has also been reported in 3GPP [9] or in recent related 
work [10][11]. 

A. Short-Term Scheduler 
The STS schedules the users served by a given cell in the 

time-frequency grid, by deciding which RBs are allocated to 
each user. Following the current trend of decentralizing func-
tions towards edge network nodes, which enables shorter frame 
durations, lower latencies and higher speed channels, the STS 
would be located at the base station, e.g. the eNB (E-UTRAN 
NodeB) in the particular case of the architecture proposed for 
Long-Term Evolution (LTE) by 3GPP in [9].  

Different policies can be followed by the STS for schedul-
ing the users. For example, the users can be scheduled as func-
tion of the channel quality, the buffer delay, the throughput, the 
buffer occupancy, the service, etc. Thus, the STS is traffic and 
channel aware in its decisions, and tries to exploit the multiuser 
diversity on a frame by frame basis by making use of the avail-
able resources at each cell. 

Several schemes of scheduling can be deployed and consti-
tute a hot research topic nowadays [12][13]. Usually, Round 
Robin is employed, but its performance is poor since it assigns 
the channel cyclically to users and then is not channel aware in 
its decisions. Proportional Fair (PF) and Generalized Propor-
tional Fair (GPF) have been proposed to provide a trade-off 
between fairness and system throughput and to exploit multi-
user diversity in time [14]. GPF is a generalized version of PF 
where weights are introduced to change the trade-off between 
fairness and throughput. In addition, in [15], users are sepa-
rately scheduled in each chunk. Then, not only multiuser diver-
sity is exploited in time but also in frequency. The aim is that 
each RB of the time-frequency grid is given fairly to each user. 
Their scheduling decision is expressed as 
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where m*(t) is the user scheduled in the chunk n at frame t. 
Rm,n(t) represents the instantaneous achievable rate that user m 
can get at chunk n in case the chunk is assigned to him/her. 
Wm,n(t) is the window-averaged version of Rm,n(t) as follows: 
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where TW is the window size in frames and , ( )m nR t  stands for 
the final received rate at frame t after scheduling. The parame-
ters α≥0 and β≥0 are the weighting values for the GPF sched-
uler. The greater α and the lower β, the greater the probability 
of scheduling users with good channel condition and vice 
versa. PF is easily obtained by setting α=1 and β=1. 

B. ASM Scheduler 
The ASM scheduler is in charge of deciding the chunks al-

located to each cell by executing the DSA algorithm. It would 
be located in a network node with the ability to control a set of 
cells. The objective of this scheduling is to adapt the system to 
traffic variations in time and space in the medium-long term 
(i.e., minutes or hours) while maintaining users’ satisfaction 
and avoiding intercell interference. Furthermore, it should try 
to achieve an efficient spectrum usage by releasing unneces-
sary frequency resources that can be used by e.g. secondary 
cognitive radio users. As an example, Figure 1 shows a general 
case where several primary operators coexist in a given geo-
graphical region. Thanks to ASM operation, these primary op-
erators may share some spectrum bands with other secondary 
spectrum users exploiting opportunistic access to released 
pieces of spectrum. 
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Figure 1. ASM framework architecture 

Fig. 1 shows a hierarchical architecture, where each pri-
mary operator has its own ASM scheduler. There is a Spectrum 
Broker (SB) that manages the spectrum transactions between 
primary and secondary markets. The SB may belong to the 
legacy spectrum proprietary (e.g., the government) or perhaps 
it may be a third party in which operators trust. 

Finally, the spatial distribution of the traffic may be differ-
ent within the operation area. In Fig. 1 we can distinguish two 
subareas, one residential subarea and a business subarea. Traf-
fic distribution in these subareas might not be correlated (e.g., 
very high traffic load may be experimented in the business 
subarea in the mornings and very a low one in residential su-
barea, while the opposite happens in the evenings). Therefore, 
traffic distribution changes not only temporally but also spa-
tially in the long-term and the ASM scheduler tries to cope 
with these variations.  

Inputs for the ASM scheduler come from each cell under its 
control and may include the mean delay experienced by users, 
the interference reported by the base stations, buffer status, etc. 
Also, static information such as the deployment of cells or fre-
quency reuse schemes could be available. 



Some of the system parameters that the ASM scheduler 
could change are the specific chunks allocated to each cell, the 
STS configuration parameters like thresholds, weights, etc. 
Then different cells are given different number of chunks de-
pending on their traffic status. Furthermore, the location of the 
chunks within the system bandwidth is also taken into account 
in order to optimize a given indicator (e.g., intercell interfer-
ence, outage probability, number of non-allocated chunks to a 
cluster of cells, etc.).  

As a first step, in this paper we focus on the ASM operation 
of a single primary operator, which enables the future mecha-
nisms needed for the scenario envisaged in Fig. 1. 

C. Dynamic Spectrum Allocation (DSA) Algorithm 
The ASM scheduler will run the DSA algorithm that will 

use the inputs and the outputs given above. In this paper, we 
have developed a DSA algorithm divided in two steps. First it 
computes the number of chunks to assign to a given cell. Then 
it decides which specific chunks are allocated. In the first step, 
the number of chunks is adapted to the cell load (i.e., number 
of users); so that high loaded cells get a higher number of 
chunks. Specifically, given a maximum number of chunks N 
available in the system, the number of chunks Nj ∈ [1..N] allo-
cated to the j-th cell is given by: 
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where [ ]x  represents integer part and Uj are the users served 
by j-th cell, Tth represents the satisfaction throughput per user 
(i.e., the minimum throughput that a user may expect from the 
system to be satisfied), W is the total system bandwidth and 
W/N is then the chunk bandwidth, ηmax stands for the maximum 
theoretical spectral efficiency in the system due to modulation 
in bps/Hz and f is an empirical margin factor. Equation (3) pro-
vides the required number of chunks that permits to achieve the 
total satisfaction throughput requested by the users in the cell.  

As a second step, the chunks are allocated to each cell de-
termining the potential intercell interference. Our algorithm 
takes into account the cell deployment and the load of the cells. 
That is, in order to improve the intercell interference, the chunk 
allocation is performed trying to avoid that neighboring cells 
use the same chunk. Also, if one cell is high loaded, cells 
around it should not re-use the same chunks since those chunks 
possibly generate interference all the time.  

To take this into account, we construct a symmetric KxK 
matrix A (K is the number of cells), where A(i,j) indicates the 
neighboring relationship between cells i and j in terms of loads 
and distances as in the following: 
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where Uj stands for the load of cell j (i.e. number of users), R 
denotes the cell radius, Dij is the distance from cell i to the bor-
der of cell j and δ is the propagation exponent. Then, matrix A 

is a coupling matrix based on cell distances and includes the 
ratio of loads between cells. Note that the term A(i,j) includes 
the sum of load ratios (Ui/Uj + Uj/Ui) in order to obtain a sym-
metric matrix, considering that the mutual effect A(i,j) should 
be equal to the mutual effect A(j,i). Low values in A mean that 
the cost of assigning the same chunk to those cells is small, 
whereas high values in A(i,j) indicate that it is not convenient 
to allocate the same chunks to cells i and j.  

Fig. 2 shows the chunk allocation algorithm for j-th cell 
supposing that the algorithm has been run until cell j-1. It as-
signs to the j-th cell the chunks that have less impact or cost in 
the neighboring cells. The symbols used in the figure are de-
fined in the box within it.   
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Figure 2. Step 2 of the DSA algorithm 

III. SIMULATION MODEL 
In this paper results for a downlink multicell scenario are 

obtained by means of dynamic simulations. The cellular sce-
nario is composed of K=19 omnidirectional cells and its main 
parameters are collected in Table I. The total system bandwidth 
W is 4.5MHz and is divided into N=12 chunks that is a number 
big enough to provide frequency diversity.  Path loss and large 
scale fading is considered flat for all the chunks while fast fre-
quency selective fading may vary from one chunk to another 
depending on users’ speed. Within a chunk, all the subcarriers 
present the same propagation features in terms of both fast and 
flat fading.   

The power devoted to every chunk is constant and does not 
change during simulation (there is no power control). Then, the 
Signal to Interference plus Noise (SINR) ratio per each chunk 
is calculated as 
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where γm,n,i represents the SINR in the n-th chunk for the m-th 
user in the serving cell i, and index j represents any interfering 
cell taken from the set of cells using the n-th chunk (denoted as 
Φn). P stands for the transmitted chunk power including trans-



mitter and receiver antenna gains. G denotes the distance de-
pendant channel gain (inverse of path loss), S the large scale 
fading (shadowing) and F the fast frequency selective fading 
component that depends on the chunk n. It can be seen that F is 
considered for both the serving and the Φn interfering cells at 
chunk n. Note that G, S and F is computed for each user and 
cell. Lastly, PN denotes the total noise power including receiver 
noise figure.  

Despite there is no power control, users’ transmission rate 
is variable by means of Adaptive Coding and Modulation 
(ACM). The achievable user rate is computed for each chunk 
as follows [16]:  
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where Rm,n,i is the m-th user’s rate in chunk n at cell i. BER 
stands for the target Bit Error Rate and should be 
BER<(1/5)exp(-1.5) ≈ 4.46%. In addition, this equation is valid 
for γm,n < 30 dB. It is supposed that perfect channel state infor-
mation is available at both the transmitter and receiver sides.  

The STS employed is a PF scheduler [15] that allocates 
RBs to users. Only one user is scheduled per chunk in each 
frame although a user can get more than one chunk per frame. 
Users are deployed in the scenario with always full loaded 
buffers. This means that a user always has information to 
transmit and then, he/she tries to get as much capacity as possi-
ble and is satisfied if the final throughput over the last second 
is above the satisfaction throughput Tth. 

Load is distributed heterogeneously among cells in the sce-
nario to prove that the DSA algorithm adapts to cells’ loads 
and to enable the releasing of spectrum in the less loaded re-
gions. Then, different system loads varying from U=30 to 
U=400 users were simulated. 

The spatial distribution of the users taken for simulations 
and results is shown in Fig. 3, where Pr indicates the fraction of 
the U users assigned to each cell. Moreover, users are uni-
formly distributed within a cell and their mobility is restricted 
to the cell where they belong to. 
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Figure 3. Spatial distribution of the users in the scenario. Cells with higer 
load are depicted with dark gray, and low loaded cells with bright gray. 

TABLE I SIMULATION PARAMETERS 
Number of cells K = 19 
Cell Radius R = 500 m 
Number of antennas 1 Tx, 1 Rx 
Antenna Patterns Omnidirectional 
Power per chunk P = 32.22 dBm 
Carrier Frequency 2 GHz 
Total Bandwidth W = 4.5 MHz 
Number of chunks N = 12 
Number of Subcarriers per chunk 25 
Chunk bandwidth W/N = 375 kHz 
Frame duration 2 ms 
Path Loss at d Km 128.1+37.6log10(d)  in dB 
Shadowing Lognormal Distribution 

Standard deviation  σ=8 dB 
De-correlation model [6] 
De-correlation distance 50m 

Small Scale Fading Model [6] 
UE thermal noise -174 dBm/Hz 
UE noise factor 9 dB 
UE speed 50 km/h  
User’s satisfaction throughput Tth = 128 kb/s 
Maximum theoretical spectral efficiency ηmax = 4 bits/s/Hz 
Margin factor f = 2 
BER 10-3 

Scheduling  Proportional Fair 
Averaging Window size Tw =  50 frames 

IV. RESULTS 
Results are presented in terms of average number of chunks 

allocated per cell, spectral efficiency, users’ dissatisfaction 
probability and spectrum usage per cell. Two classic fixed Fre-
quency Reuse Factor (FRF) schemes are compared with the 
DSA-128 algorithm (DSA algorithm considering a satisfaction 
throughput threshold equal to 128kbps). These are FRF1 that 
assigns all available chunks to all cells and FRF3 where the 
bandwidth is divided in 3 subbands and each subband is as-
signed to a cell within a cluster of three cells. Then the same 
frequency pattern is reused regularly once each 3 cells.  

The average number of chunks per cell is depicted in Fig. 4. 
It can be seen the adaptability of the DSA-128 algorithm, that 
increases the number of chunks per cell with the increasing 
load. Differently from FRF1 and FRF3, DSA-128 is allocating 
wisely the required number of chunks to assure the minimum 
user throughput above satisfaction threshold. Then, unneces-
sary chunks will be available to be pooled, released and ac-
cessed by secondary users.  
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Figure 4. Average number of chunks per cell 



Spectral efficiency η is calculated as: 

      bits/s/Hz
 

η = Total cell throughput
Cell Bandwidth

 (7) 

Fig. 5 shows the average spectral efficiency per cell, where 
it can be seen that DSA-128 clearly outperforms FRF1 and 
FRF3, especially for low loads, where the number of chunks 
needed to satisfy users’ requirements is low. In that case, the 
DSA-128 algorithm is able to find a proper allocation of the 
chunks to cells that reduces the intercell interference, and then 
the throughput achieved per cell is increased. This together 
with the low number of chunks allocated to each cell achieves 
a better usage of spectrum. Logically, for the DSA-128 the 
spectral efficiency decreases with the increasing load since the 
allocated number of chunks per cell also increases. 
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Figure 5. Average cell spectral efficiency  

 
Fig. 6 shows the dissatisfaction probability (the probability 

that the average throughput of the users in the system during 
one second is lower than Tth=128kbps). Note that DSA-128 
follows the same tendency than FRF1 and is the best scheme 
for high loads. However FRF3 shows very poor performance 
since the number of allocated chunks per cell (N/3) is not high 
enough to guarantee users’ satisfaction throughput. Then al-
though FRF3 reduces the intercell interference and achieves 
greater spectral efficiency than FRF1, it is not able to maintain 
users’ satisfaction.  Therefore, Fig. 5 and Fig. 6 clearly show 
that DSA is the best adapted scheme since it is able to increase 
system’s spectral efficiency while maintaining user’s satisfac-
tion.  
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Figure 6. Dissatisfaction probability 

Furthermore, it has been said that DSA permits to release 
spectrum in a region by pooling frequency resources. To meas-
ure the spectrum usage per cell and to see graphically the ca-
pacity of releasing spectrum in a given band we have intro-
duced a new metric called Regional Spectrum Usage (RSU). 
RSU is defined per cell and for a band composed of a set of B 
chunks as follows: 
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where jC  represents the set of first ring neighboring cells of j, 

and j
nΦC  is the set of cells that use the n-th chunk within jC . 

Therefore, RSUj
(B) denotes the spectrum usage over a band of B 

chunks in cell j and takes into account the usage in the 
neighboring cells on the chunks not used  by cell j. Note that 
RSUj

(B)∈[0,1]. RSUj
(B)=1 means that band B is completely used 

in j and/or in jC  whereas zero means that the band is com-
pletely free. Thus, the lower the RSUj

(B), the easier that band B 
can be released in a region around cell j. 

Table II includes the system’s average RSU for the whole 
bandwidth (i.e., B=W). FRF1, FRF3 and DSA for several loads 
and a satisfaction throughput of 128kbps are compared. It can 
be seen that in the case of DSA, the usage of the spectrum is 
more efficient (i.e. lower values of RSU) than in the other two 
reuses, showing that DSA adapted the number of chunks per 
cell to the users’ satisfaction requirements and then the unnec-
essary spectrum is available to be released.  

TABLE II SYSTEM AVERAGE RSU 
FRF1 1 
FRF3 0.67 
DSA 30 users 0.17 
DSA 100 users 0.19 
DSA 200 users 0.28 
DSA 300 users 0.45 
DSA 400 users 0.55 

 

Finally, as an illustrative example, Fig. 7 shows the RSU 
map in the system for different loads and a band B from chunks 
9 to 12 (1.5 MHz bandwidth). The RSU map is always the 
same for FRF1 FRF3 since they deploy the chunks regardless 
the cells’ load. Cells with RSU < 30% are depicted with a tri-
angle. In these cells, at least 70% of band B is free for releasing 
to secondary markets. Note that DSA not only outperforms the 
other reuse schemes in number of triangles, it also allows find-
ing a cluster of contiguous cells where that band has a low 
utilization.  
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Figure 7. Regional Spectrum Usage per cell for chunks 9 to 12 and for FRF1 (a), FRF3 (b) , and DSA (c,d,e,f) 

It is important to see that for loads below 200 users the 
band is almost free in the whole scenario. Therefore, within an 
ASM framework, spectrum could be released in large geo-
graphical areas, which enables the deployment of more com-
plex secondary cognitive networks within those areas.  

V. CONCLUSION 
In this work, an approach to an Advanced Spectrum Man-

agement (ASM) framework in a multicell OFDMA network 
has been given. Within this framework, a dynamic chunk reuse 
allocation algorithm has been presented. It improves overall 
system’s spectral efficiency while maintains users’ satisfaction. 
Also it has been shown that DSA could release some spectrum 
bands in large geographical areas so that this spectrum will not 
be wasted and could be exploited by secondary cognitive users. 
This property makes the dynamic reuse very suitable for future 
wireless networks because spectrum is a scarce and expensive 
resource that will be used in a more efficient way, satisfying 
primary users’ needs and making room for opportunistic sec-
ondary users.  
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