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Abstract— Relevant services envisaged for beyond 5G (B5G) 

systems, such as extended reality and holographic 

communications, present stringent user experience 

requirements with high computational and communication 

demands. While edge computing aims to address the 

computation requirements by offloading the computational 

tasks to edge servers close to the user, the communication will 

leverage the technologies developed for 5G New Radio together 

with an unprecedented level of network densification. This 

paper advocates for deploying relays equipped with edge 

computing capabilities. The potentials of this approach for B5G 

are identified and a system model is presented to characterize 

both computational and communications perspectives. Based on 

this, results are provided to show the benefits and limitations of 

the proposed approach from a system-level perspective.  
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I. INTRODUCTION

The evolution of communication networks Beyond 5G 
(B5G) and towards 6G is expected to deal with the diverse and 
challenging requirements of a broad range of vertical services 
[1][2]. For example, applications based on eXtended Reality 
(XR) and holographic representations are expected to become 
a key asset in a wide range of scenarios, fusing the digital and 
the real world to deliver new experiences to end users, such as 
metaverse environments, immersive online gaming, real-time 
3D communications, etc. These emerging applications with 
stringent user experience requirements are becoming 
increasingly demanding in terms of both the required 
computation and communication capabilities of B5G 
communication infrastructures.  

To address the computation challenge, the traditional 
approach of offloading heavy tasks to powerful computing 
elements residing in the cloud (i.e., cloud computing) is no 
longer capable to meet the latency requirements of such 
applications. In response to these needs, edge computing has 
been rapidly evolving as a novel paradigm that brings 
computational power and resources closer to where the data is 
generated, thus considerably reducing response times with a 
much lower carbon footprint [3].  

Regarding the communications’ requirements, 5G NR has 
been built out of multiple technology components (e.g., 
multiuser massive MIMO, smart beamforming) leading to a 
significant increase in the achievable spectral efficiency. 
However, to realize the promise of vastly increased data rates 
(from Mbps to Gbps) and ultra-reliable low latency (from tens 
of milliseconds down to milliseconds), network densification 
has been identified for a long time as an integral part of 5G 
network deployment [4]. The relevance of network 
densification is exacerbated as high 5G frequency bands with 
poorer propagation characteristics will become more 
integrated [5]. Millimeter wave (mmWave) signals at these 
frequencies exhibit reduced diffraction and more specular 
propagation than their microwave counterparts, and hence 

they are much more susceptible to blockages [6]. 
Consequently, massive capital expenditure (CAPEX) on the 
deployment of 5G infrastructure will be required to provide 
the desired capacity and coverage needs. Therefore, Mobile 
Network Operators (MNOs) need to find new and creative 
ways of managing and deploying their 5G and beyond Radio 
Access Network (RAN) infrastructures to avoid seeing their 
finances stretched. 

With all the above, this paper advocates for B5G RAN 
deployments exploiting relay nodes with edge computing 
capabilities. The envisaged solution expands the edge 
computing paradigm deeper into the RAN by leveraging relay 
nodes as a way to further exploit the task offloading benefits 
and as a mechanism to truly meet service requirements, 
particularly concerning the necessary service continuity that 
can be put at risk due to poor coverage footprints. Hence, the 
synergy between relay-enhanced B5G RAN and edge 
computing can provide computing and communication 
capabilities for applications residing at the boundary of 
MNOs’ networks. 

The rest of the paper is structured as follows. Section II 
describes the related work and outlines the novelties and 
contributions of this paper. Section III elaborates on the 
different possibilities for relay-empowered B5G RAN with 
edge computing capabilities, while this scenario is 
characterized in Section IV. Section V includes some 
performance assessment results, highlighting the benefits and 
limitations of edge computing-enabled relays. Finally, Section 
IV summarizes the conclusions.   

II. RELATED WORK

Edge computing consists in placing computational 
infrastructure at the network edge. Edge servers can be either 
general-purpose servers (i.e., the same servers used on cloud 
environments), new platforms specifically designed for the 
edge requirements, and other platforms designed for specific 
use cases (e.g., automotive) [7]. The implementation of edge 
computing relies on virtualization technologies such as 
Network Function Virtualization (NFV), Information-Centric 
Networks (ICN) and Software-Defined Networks (SDN) [8]. 
There is an increasing number of emerging mobile 
applications that will benefit from edge computing by 
offloading their computation-intensive tasks to edge servers 
[8]. As identified in [9], potential applications include 
augmented reality, intelligent video acceleration, connected 
cars and IoT gateway.  

Several research efforts have been made in the area of edge 
computing, as reflected in survey papers such as [7][10]. 
Moreover, many standardization activities are underway to 
support the deployment of edge computing with mobile 
networks [11]. The most relevant standardization activities are 
carried out by the ETSI Industry Specification Group (ISG) 
Multi-access Edge Computing (MEC), which has created an 
open and standardized IT service environment that allows 

© 2023 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including 
reprinting/republishing this material for advertising or promotional purposes,creating new collective works, for resale or redistribution to servers or lists, or 
reuse of any copyrighted component of this work in other works.
Final publication can be found in https://ieeexplore.ieee.org



third-party applications to be hosted at the edge, and by the 
Third Generation Partnership Project (3GPP), where various 
specification groups are working on the architectures that 
enable edge computing and its management. Moreover, the 
work by GSMA and 5G-PPP/6G IA (6G Smart Networks and 
Services Industry Association) focuses on setting the 
requirements and implementation agreements for edge 
computing.  

The option of deploying relay stations to extend the 
coverage and capacity in cellular networks has been well 
considered in the literature for many years (see e.g.,[12]), 
although practical implementation has been limited to rather 
specific use cases (e.g., extending coverage in a tunnel). 
However, the interest in relays has recently revamped, for 
example, with the Integrated Access and Backhaul (IAB) 
technology, which provides an alternative to fibre backhaul 
by extending 5G New Radio (NR) to support wireless 
backhaul [13][14]. Similarly, vehicle-mounted relays are 
considered in a recent study item in the 3GPP Release 18 [15] 
and some previous works [16][17]. In turn, the capability of 
User Equipment (UE) to relay the traffic of another UE 
to/from the network is included by 3GPP as the UE-to-
network relaying connectivity model of [18], identifying 
different scenarios, requirements and key performance 
indicators. In this respect, [19] presented a vision of a B5G 
scenario where the UE actively complements the RAN 
infrastructure by acting as a relay, and thus empowering the 
RAN with enhanced flexibility to support different use cases.  

The use of relays with edge computing capabilities has 
been considered only in a few works in the literature [20]-[23]. 
Among these, [20] and [21] consider the problem of task 
forwarding in cooperative wireless systems, where a task is 
sent from a source user to a destination user through a relay. 
In this context, the work in [20] proposes three different relay 
selection schemes that optimize the maximum transmission 
rate on the radio channel, the maximum computational 
capability and the total task computation delay (i.e., the delay 
encompassing the uplink (UL), the downlink (DL) 
transmission, and the computation of the task in the relay), 
respectively. The authors in [21] propose a solution that 
jointly optimizes the energy consumption and the delay by 
selecting the percentage of a task to be offloaded to the relay, 
the power allocation for the UL and DL and the computational 
resources allocation. In contrast to [20] and [21], which are 
designed for cooperative wireless systems scenarios, the 
scenario considered in [22] and [23] consists of a cellular 
network with Base Stations (BSs) and relays, where tasks can 
be offloaded to a relay or the BS as considered also here. The 
authors of [22] propose an energy optimization algorithm that 
selects the offloading mode of a user’s task by choosing 
between its computation at the device, at one relay, at one BS, 
or at one BS connected through a relay. Instead, the work in 
[23] proposes a partial offloading scheme, where time-
constraint tasks are divided into three parts. One part is sent to 
the relay, the other to the BS and the last one is computed 
locally in the user device. Then, the authors propose an energy 
consumption and computation time optimization algorithm 
that determines the task partition and the joint computation 
and radio resources allocation. However, none of the previous 
works has addressed the joint optimization of communication 
and computational resources when incorporating relays with 
computing capabilities in cellular networks, which is the main 
novelty of this paper. Furthermore, in contrast to previous 
works, which have not considered any specific radio 
technology, this paper puts an special focus on B5G RAN 

deployments, considering 5G NR parameters for the 
communication model.    

III. RELAY-EMPOWERED B5G RAN WITH EDGE COMPUTING 

CAPABILITIES 

The use of relays with computational capabilities brings 
several benefits over the scenario where computing resources 
are only available in the BS. First, the computational load of 
the BS can be reduced since some of the computations of users 
in the BS area would be performed in the relays. Second, the 
load on the radio channel between the relay and the BS can 
also be reduced since all the traffic generated to offload the 
tasks to the edge server in the BS through the relay will be cut 
off at the relay. Third, in the case of time-constrained tasks, 
offloading them in the relay can improve the delay associated 
with the computation of the task in the edge (i.e., embracing 
the upload of the task to the edge server through the UL, its 
computation and the download of its result through the DL) 
since usually the radio conditions of the channel between the 
user and the relay will be better than the one with the BS (i.e., 
due to closer distances of the user with the relay).  

The upper part of Fig. 1 illustrates the benchmark scenario, 
where a BS is provided with edge computing capabilities and 
various UEs can connect to the BS via 5G NR air interface. 
The computing capabilities at the BS enable more responsive 
service provisioning to the UEs. The lower part of Fig. 1 
depicts the envisaged B5G scenario, which includes different 
types of relays. Providing edge computing capabilities to each 
type of relay embraces different considerations, as elaborated 
in the following. 

• Fixed relay. In this case, the IAB solution can be leveraged 
[24], enabling a fast and flexible deployment of new IAB 
nodes. The BS, referred to as IAB-donor, serves relay nodes, 
referred to as IAB-nodes, and other UEs that are directly 
connected to it, considering 5G NR for all links. Given the 
fixed nature of the relay node, its deployment needs to be 
associated to a planning and dimensioning process, both 
from communication and computing perspectives. From the 
communication side, the deployment could be motivated to 
improve coverage (i.e., to provide coverage extension within 
the BS’s service area) and/or capacity (i.e., to deploy the 
relay closer to a traffic hotspot). The latter case likely offers 
better motivation to also allocate computing resources at the 
relay. Considering that this embraces some costs to the 
MNO, edge computing capabilities should be properly 
dimensioned depending on the expected number of UEs and 
applications benefiting from task offloading over the relay 
node. 

 
Fig. 1. Benchmark and envisaged B5G scenarios 



• Moving relay. To satisfy highly demanding user experience 
requirements in mobile environments, such as trains and 
buses, the development and deployment of mobile relays are 
envisaged. Onboard mobile relays at the vehicles enable 
efficient access for the in-vehicle UEs through wireless 
backhaul links [25]. Several advantages of mobile relaying 
have been identified: the reduction of high vehicle 
penetration loss up to 20–35 dB, the avoidance of the 
signalling storm problem due to group handover, etc. [26]. 
The interest in the deployment of moving relays with edge 
computing capabilities would be closely related to some use 
cases. For instance, passengers on a tour bus could view 
immersive content projected onto the front window of the 
vehicle, superimposed on the landscape or monuments they 
observe while touring [27]. Another example is an 
autonomous tram [28]. During its daily service, a tram 
equipped with an Obstacle Detection and Tracking (ODT) 
system continuously scans the track area in the front of the 
vehicle to search for potential collision objects. The onboard 
computing platform collects raw data from sensors, like 
radars, laser scanners or cameras, and then synchronizes and 
associates them to the possible target tracks. A moving relay 
could provide a reliable tram-to-ground connection to send 
warnings/alarms to the Operations Control Center (OCC). 
These use cases again embrace some dimensioning exercise 
to determine the amount of radio and computing resources 
to be allocated to the onboard relay node. 

• Relay UE. This case is sustained in the support of device-to-
device (D2D) communications, in which two UEs in 
proximity can directly communicate. For D2D operation, 
3GPP defined the PC5 interface between UEs sustained on 
a new radio link for direct transmissions between devices, 
denoted as sidelink. The vision of UEs acting as relays, as 
proposed in [19], includes the necessary mechanisms and 
intelligence at the MNO’s service management and 
orchestration (SMO) layer to embrace relay UEs as an 
integral part of the so-called augmented RAN. Using UEs as 
relays can be the most appealing use case for MNOs since 
the communication and computing resources are leveraged 
from the users themselves. A relay UE would exploit its 
communication capabilities to transmit/receive traffic 
from/to another UE to/from the BS and its computing 
capabilities to offload tasks from another UE and/or the BS. 
Certainly, this is also the most challenging use case from 
technical and business perspectives. For the former, the 
specification and development of certain management 
functions and corresponding interfaces would be required. 
For the latter, proper incentive mechanisms should be 
developed by MNOs to attract customers and motivate 
through win-win mechanisms their willingness to contribute 
with their devices to the augmented RAN vision. 

IV. SYSTEM MODEL 

Let us consider the system depicted in Fig. 2 with a BS and 
a relay, which can be either fixed, moving or relay UEs. The 
BS and the relay operate with 5G NR technology and embed 
edge computing capabilities. In the BS coverage area, there 
are M UEs that generate computationally intensive tasks that 
are subject to be offloaded at any edge computing platform 
and N UEs that only require 5G connectivity. Both types of 
users are non-Guaranteed Bit Rate (non-GBR). At a certain 
point in time and following certain decision-making criteria, 
M’ and (M-M’) UEs exploit edge computing capabilities at the 
relay and the BS, respectively, while N’ and (N-N’) only- 
 

  
Fig. 2. System model 

connectivity UEs gain connectivity through the relay or via a 
direct link with the BS, respectively. 

In the following, the considered task, computation and 
communication models in the system are detailed.  

A. Task model 

UEs with computationally intensive tasks generate non-
divisible tasks. For the i-th UE, tasks are generated according 

to a certain probability distribution with mean λi (tasks/s). A 
task is characterized by its length Li (bits) and by the length of 
the result Li’ (bits). The computation of the task requires a 
number of floating point operations (FLOP), Oi, to be 
completed in a maximum delay time Dmax,i (s).   

B. Computation model 

The computational resources at a certain node are 
characterized in terms of the number of floating-point 
operations per second (FLOPS) that can be supported.    

The required computation speed at the relay, VR (FLOPS), 
is given by:  

VR = � Oi ·λi

M'

i=1

,   subject to VR ≤ V*R (1) 

where V*R  (FLOPS) is the maximum computation speed at 
the relay. Similarly, the required computation speed at the BS, 
VBS, is defined as:  

 VBS = � Oi ·λi

(M-M')

i=1

,   subject to VBS ≤ V*BS (2) 

where V*BS (FLOPS) is the maximum computation speed at 
the BS.  
 The required time to compute a task of the i-th UE at the 
relay, Dc,i,R (s), is given by: 

Dc,i,R = Oi / V*R (3) 

 Similarly, the required time to compute a task of the i-th 
UE at the BS, Dc,i,BS (s), is given by: 

Dc,i,BS = Oi / V*BS (4) 

C. Communication model 

The transmission data rate, Ri, in bps in a generic i-th 
wireless link between a transmitter and a receiver (e.g., 
UL/DL UE-Relay, Relay-BS, UE-BS) is given by [29]:  

 Ri = Bi·mi·ri·RIi·CP·(1- OHi)  (5) 

where Bi is the bandwidth assigned to this specific link, mi is 
the number of bits per symbol to be transmitted and ri is the 
code rate (i.e., the ratio between useful bits and total coded 
bits as a result of the channel coding process). The values of 



mi and ri are determined by the Modulation and Coding 
Scheme (MCS) according to the Signal to Interference and 
Noise Ratio (SINR) of the user. The value of RIi is the Rank 
Indicator (RI), which specifies the number of layers used in 
MIMO. In addition, CP in (5) is an inefficiency factor due to 
the cyclic prefix, computed as the fraction of useful symbols 
duration in a slot, and OHi captures the overhead inefficiency 
due to control channels and reference signals.  

Focusing on the UL, the total required data rate capacity 
(bps) at the relay, CR,UL, is given by: 

CR,UL= � Ri

M'+N'

i=1

 , 

subject to:  � Bi

M'+N'

i=1

 ≤ B*R,UL 

(6) 

where the summation operator in CR,UL refers to the required 
data rate to support the existing UE-Relay ULs. Also, (6) 
considers that the the aggregated Bi of all the existing UE-
Relay ULs must be lower or equal than the total available 
bandwidth in the relay for the UL, B*R,UL.  
 The total required radio capacity at the BS in the UL, 
CBS,UL, is given by: 

CBS,UL= � Ri

N'

i=1

+ � Ri

(M-M
'
)+�N-N'�

i=1

, 

subject to:  � Bi

N'

i=1

+ � Bi

(M-M
'
)+�N-N'�

i=1

≤ B*BS,UL 

(7) 

where the first summation in CBS,UL refers to the required data 
rate to support existing ULs between the relay and BS and the 
second to the ULs between UEs and the BS. In line with (6), 
(7) considers that the overall assigned bandwidth in the BS 
(i.e., the aggregated Bi of all UE-BS and BS-Relay ULs) must 
be lower or equal than the total available bandwidth in the BS 
for the UL, B*BS,UL.  

Regarding the DL, the expressions for the total required 
radio capacity at the relay, CR,DL,, and at the BS, CBS,DL, can be 
obtained by considering their respective total available 
bandwidth in the DL, B*R,DL and B*BS,DL, in (6) and (7), 
respectively. 

Considering the above, the transmission delay of a task 
from the i-th UE to the relay or the BS in the UL is:  

DUL,i = Li/Ri (8) 

 Similarly, once the task has been computed, the 
transmission time to download the task’s result from the relay 
or the BS to the UE is:  

DDL,i = L'i/Ri (9) 

The total delay time for computing a task in the relay, 
DT,i,R, including the transmission of the task to the relay, the 
computation time in the relay and the transmission of the 
task’s result back to the UE, is given by:  

DT,i,R = DUL.i + Dc,i,R + DDL,i (10) 

 Correspondingly, the total delay time for computing a task 
in the BS, DT,i,BS, is:  

DT,i,BS = DUL.i + Dc,i,BS + DDL,i (11) 

 The values of DT,i,R and DT,i,BS need to be smaller than 

Dmax,i, i.e., DT,i,R ≤ Dmax,i and DT,i,BS ≤ Dmax,i.  

V. PERFORMANCE EVALUATION 

A. Considered scenario 

The considered scenario to illustrate the role and potential 
of embracing relays with edge computing capabilities in B5G 
deployments consists of two different types of services 
associated to the UEs in the area of a single BS, namely 
eXtended Reality (XR) and enhanced Mobile Broadband 
(eMBB) users. While eMBB users only require 
communication capabilities in the scenario, XR users generate 
tasks that are offloaded to the edge site (i.e., BS/Relay). The 
considered requirements for UEs are specified in Table I. 

To illustrate the benefits of the proposed B5G scenario in 
a clearer though meaningful manner, the UEs are concentrated 
in a certain region in the BS area, so all of them experience 
similar radio conditions with respect to the BS and the relay. 
Three different situations are studied: Situation A, where it is 
considered that the relay has been properly deployed (i.e., the 
relay is located close to the traffic hot spot and has good 
visibility towards the BS), Situation B, where the relay has 
been deployed close to the UEs but with not so good visibility 
towards the BS and, Situation C, where the relay has not been 
properly deployed (i.e., bad channel conditions with the BS 
and far from the traffic hot spot). Table II summarizes the 
considered Channel Quality Indicator (CQI) and the 
associated mi·ri value for the different links and the 
abovementioned situations [30]. In addition, RIi=2, CP=14/15 
and OHi=0.08 are considered for all the situations. According 
to these values, results have been obtained by assessing the 
system model analytically through a Python development.   

TABLE I. UES REQUIREMENTS  

Parameter Value 
Required data 
rate per UE (Ri) 

XR UE UL and DL: 7 Mbps 
eMBB UE UL and DL: 1 Mbps 

Task 

specification 

(XR UE) 

Task size (Li) 70 kbits 

Task result size (Li’) 70 kbits 

Task required FLOP (Oi) 1·108  

Av. task generation rate (λi) 100 task/s 

Maximum delay (Dmax,i) 30 ms 

TABLE II. CONSIDERED CQI VALUES 

Link 
Situation A Situation B Situation C 

CQI 
mi·ri 

(bps/Hz) 
CQI 

mi·ri 

(bps/Hz) 
CQI 

mi·ri 

(bps/Hz) 

UE-BS 4 1.47 4 1.47 4 1.47 

UE-Relay 11 5.11 11 5.11 6 2.406 

Relay-BS 11 5.11 6 2.406 6 2.406 

B. Analysis of potential gains 

This section compares the bandwidth and computational 
requirements of the proposed approach with those in two 
benchmarks, considering that the total number of XR and 
eMBB users in the scenario are N=10 and M=8, respectively.  
In benchmark #1, there is only the BS (i.e., all the (M+N) users 
are connected to the BS and the relay is not present). In turn, 
in benchmark #2, both the BS and the relay are present but the 
relay only offers communication capabilities. In this case, the 
number of XR and eMBB users that are connected to the relay 
are M’=4 users and N’=5 users, respectively, while the rest are 
connected to the BS. Then, we evaluate the proposed approach 
(i.e., relay with communication and computing capabilities) 
with the same M’ and N’ as in benchmark #2 and we obtain 
the reduction in bandwidth and computation requirements 
with respect to both benchmarks. For all the cases, the 
available bandwidth in the BS is B*BS,UL = B*BS,DL =28.8 MHz 
and in the relay is B*R,UL=B*R,DL = 14.22 MHz (corresponding 
to a channelization of 30 MHz and 15 MHz, respectively, in  



5G NR with 15 kHz of subcarrier separation), and the 
maximum computation speed in the BS is V*BS=100 GFLOPS 
and in the relay V*R=50 GFLOPS.  

Fig. 3 shows the reduction in the bandwidth requirement 
in the BS in the UL and the DL. The reductions obtained for 
the BS with respect to benchmark #1 take values between 
40%-50%. These are due to the lower bandwidth requirement 
in the BS when using relays as the radio conditions in the 
Relay-BS link are better than in the UE-BS link in all cases. 
The differences observed between Situation A and Situation 
B-C are because much better conditions in the Relay-BS link 
are experienced in Situation A. Therefore, the bandwidth 
requirement in the BS for Situation A is smaller than the one 
for the other two situations, which leads to a higher bandwidth 
reduction.   

As for the reductions compared to benchmark #2, smaller 
values are obtained than for benchmark #1 in the BS because 
only the reductions due to the incorporation of computing 
capabilities at the relay are captured. The reason for these 
reductions is that the bandwidth of XR UEs no longer needs to 
be allocated at the BS. Higher reductions are obtained in the 
BS for situations B-C than for Situation A due to its better 
radio conditions in the Relay-BS link. For the relay, no 
reductions are obtained for any of the situations since the same 
number of UL and DL connections will be established in the 
proposed approach and in benchmark #2. Overall, the results 
of Fig. 3 show that the introduction of relays with computing 
capabilities offers promising reductions of the required 
bandwidth in the BS. From the computational perspective, a 
reduction of 50% of the required computational speed in the 
BS is obtained when including computing capabilities in the 
relay with respect to benchmarks #1 and #2 since half of the 
operations are conducted in the relay according to the values 
of M and M’.  

C.  Capacity assessment 

This section considers that a certain amount of bandwidth 
and computing resources are available in the system and 
analyses the impact of the distribution of these resources 
between the BS and the relay on the maximum number of 
supported users in the system. Specifically, three cases are 
evaluated: Distribution #1, where 100% of the resources are 
provided in the BS because there is no relay, Distribution #2, 
where 50% of the resources are allocated to the BS and 50% 
to the relay, and Distribution #3, where the communication 
resources are distributed as in Distribution #2 but 30% of the 
computational resources are allocated to the BS and 70% to 
the relay. For all the distributions, the maximum number of 
XR users is obtained by deriving the total computing delay at 
the BS, DT,i,BS, and at the relay, DT,i,R, for different values of 

M’ and selecting the maximum value that fulfils Dmax,i. Note 
that the computation of the delays considers that the actual 
computational speeds and the data rate in the links are adjusted 
to the requirements of computational/communication 
resources and the total available resources in the BS/relay (i.e., 
if the required resources are higher than the available ones, the 
provided computational speeds and data rates are reduced 
according to the excess). 

Fig. 4 shows the maximum number of XR users for 
distributions #1-#3 under the assumption that there are not 
eMBB users (i.e., N=0). The total channel bandwidth in the 
scenario is 30 MHz for the DL and 30 MHz for the UL and 
the total computational capability is 100 GFLOPS. Results in 
Fig. 4 show that more XR users can be supported in the 
scenario for Distribution #2 than for Distribution #1 for all 
situations with increasing factors of 78% for situations A-B 

and 14% for Situation C. Indeed, in Distribution #2 with the 
same resources in the BS and the relay, the relay can support 
216% more users than the BS for situations A and B and 67% 
more in Situation C. These differences are consistent with the 
increase in the (mi·ri)  values of the UE-Relay link with respect 
to the UE-BS link.  

Another fact observed in the results is that Distribution #3 
allows increasing the number of supported XR users by 8% 
with respect to Distribution #2 for situations A-B. The reason 
for this improvement is that in Distribution #2, as more users 
are supported due to good channel conditions, the computing 
resources are the limiting factor of the maximum number of 
XR users. This is addressed in Distribution #3 by providing 
more computing resources in the relay and reducing those in 
the BS. This results in an increase in the supported users in the 
relay, which is much higher than the reduction of the users in 
the BS. In the case of Situation C, no benefits for Distribution 
#3 are observed since the channel conditions in the Relay-UE 
channel are worse and are the limiting factor.  

Fig. 5 shows the maximum number of XR users that can 
be supported in Situation A when increasing the number of 
eMBB users, N, and for distributions #1-#3. Note that the 
distribution of the connected eMBB UEs to the BS-Relay is 
100%-0% for Distribution #1, 50%-50% for Distribution #2 
and 30%-70% for Distribution #3. Results show that the 
maximum number of supported XR users decreases when 
increasing N for all the distributions, as eMBB users consume 
bandwidth in the BS and the relay. The decrease in 
Distribution #1 is at a higher slope than in the other two 
distributions due to the worse channel conditions in the BS. 
Because of this, the gain of Distribution #2 over Distribution 
#1 increases with N, taking values of 78% for N=0, and 183% 
for N=60. However, the gains of Distribution #3 over 
Distribution #2 remain similar. Overall, the presented results 
in this section have highlighted the gains of including relays 
in the maximum number of XR users supported in the 
scenario, showing that the distribution of the available 
resources in the system can be optimized to maximize the 
number of supported users. Also, the fact that these benefits 
remain even with the presence of only-connectivity users is 
remarked.  

 
Fig. 3 Percentage of reduction of the required bandwidth at the BS in the 

UL and DL with respect to the benchmarks 

 
Fig. 4. Maximum number of XR users in situations A-C for different 
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Fig. 5. Maximum number of XR users in Situation A when increasing N. 

VI. CONCLUSIONS AND FUTURE WORK 

 This paper has elaborated on the use of relays with 
computing capabilities in beyond 5G (B5G) deployments. 
Different types of relays envisaged for B5G are identified and 
considerations on including computing capabilities on them 
are discussed. Then, the system model including relays with 
computing capabilities is characterized, considering 5G NR 
parameters. The system is assessed by providing results on a 
beyond 5G deployment with extended reality users, which is 
evaluated under different radio channel conditions. Results 
have shown that: (i) High reductions on the required 
bandwidth and computational speed in the base station are 
achieved with respect to benchmark scenarios without relays 
and relays without computing capabilities; (ii) Deploying the 
relay in a location with good radio conditions with the BS is 
relevant to achieve higher bandwidth savings; (iii) The 
distribution of the available computing and communication 
resources between the relay and the base station can be 
optimized to maximize the capacity. Future work is devised to 
study the implications of different types of relays and different 
extended reality applications with multiple computing-
enabled relays.  
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